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Abstract: Intensifying computation demand from enterprises has driven the growth of large, multifaceted data centers to manage
current Internet, financial, commercial, and business applications. A data center comprises thousands of servers and other equipment
that require substantial amounts of power to operate. This condition results in numerous challenges for the data center industry, such
as massive energy consumption, underutilization of installed equipment, emission of greenhouse gases, and effect on global warming.
This paper highlights the significance of identifying metrics to determine the performance and efficiency of a data center, which can
help such a facility achieve operational cost savings through proper implementation of performance-measuring metrics. This paper
discusses the implementation of Power Usage Effectiveness metrics in a tier-level data center in Pakistan. The results show that the
overall performance value of the facility is 3.3, which indicates poor andinefficient operations.
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1 Introduction

The fast-changing and dynamic global business
environment requires enterprises and their associated
tier-level data centers to be more flexible to quickly adapt
and respond to market changes. Among the forces that
drive these changes and are receiving more attention
include increasing power consumption, global warming,
and corporate responsibility toward sustainability [1]. The
current status of global warming, ecological deterioration,
and severity of their potential consequences explain the
popularity of environmental initiatives across the world
[2]. The widespread use of Information Technology (IT)
in various areas of business offers convenience and
benefits that has propelled businesses and societies into
the global arena; however, IT is contributing
tremendously to environmental problems. The increased
number of computers and other IT equipment as well as
their frequent replacement makes the environmental
impact of IT a major concern [3]. Technology is
approaching the stage of creation and outsourcing of

sustainable IT businesses based on the principles of green
economics. Unparalleled progress in the demand for IT
facilities and outsourcing has led to the expansion of
large, complex, resource-exhaustive infrastructure called
server farms to support business needs [4].The data center
industry has emerged as a significant corporate asset,
playing a vital role in business management by serving as
nerve cells of any information society and IT business [5].
These facilities assimilate and store large amounts of
information and process all activities and services that
require Information Communication Technology (ICT)
equipment, cooling and power delivery equipment,
servers and storage devices to store, process, and
exchange digital information [6].

Globally, the total electrical power consumption by
data centers, servers, and computers is steadily increasing
[4]. This increase leads to the emission of greenhouse
gases that exacerbate global warming and pose risks to
environmental health. A growing awareness of the need to
reverse the process of environmental degradation and
shift toward sustainable business practices is emerging
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[7]. The current global financial and energy crisis,
coupled with the growing sense of urgency by citizens,
has motivated businesses, governments, and nonprofit
organizations around the world to incorporate green
practices in their policies and activities.

The data center power density has increased to an
average of 15% annually between 2000 and 2009.
Continuous accumulation of computing equipment in data
center design has resulted in the need to monitor,
measure, and manage the performance of these installed
components to accomplish energy efficiency [8].
TMeasuring power usage has become a significant
concern of all business stakeholders to meet end-user
expectations [9]. T Numerous opportunities exist to
reduce power usage in data centers as a wide range of
efficiency practices are available, but the industry focuses
on metrics, methods, and instruments to provide these
services more effectively while measuring power
consumption efficiently [10]. A performance metric is a
tool used to measure and assess the capability and
performance of a particular component [11]. The major
problem in the data center industry is the lack of credible,
appropriate, and industry-acceptable standard method to
categorize installed hardware and software resources and
workloads into measureable groups so that available
energy efficiency metrics can be applied to calculate
power use [12]. The other major obstacle to improving
power efficiency is the limitation of metrics (applicable
measurement methods and tools) [13,14]. Research is
ongoing to investigate how IT equipment power
consumption varies with computation loads, as well as
develop quantitative metrics, refine metrics, and set
measurement protocols for benchmarking servers [15].

The research presented in this paper focuses on the
context of the current power crisis in Pakistan and global
warming effects worldwide. This paper aims to identify
and implement Power Usage Effectiveness (PUE) metrics
as a measurement tool for data centers. This paper also
discusses the implementation of PUE metrics in one of
the largest tier three level data centers in Pakistan (PTCL)
to measure overall performance in power consumption
and achieve energy-efficient and green operations.

2 Power Measuring Problems in Data
Centers

The main problem with a tier-level data center is that no
comprehensive mechanism is available for dynamically
managing and measuring power consumption to model
and trace power usage and thereby achieve optimum
power tradeoffs. If data center managers remain unaware
of power measurement problems, they may run the risk of
doubling their power costs between 2005 and 2011 [14].
If these energy costs continue to double every five years,
they will substantially increase to 1,600% between 2005
and 2025 [16]. These data centers not only consume a

tremendous amount of energy but are riddled with IT
inefficiencies [17,18]. Most of data center operating costs
are in the areas of power usage by IT equipment. Thus,
data center managers have to understand, manage,
analyze, and measure the power usage and consumption
in their facilities [19]. Given rising energy costs, energy
security concerns, environmental pressures, and business
demands, data center operators will soon be targeted,
measured, grouped or labeled based on the efficiency of
their facilities [20,21].

The data center industry has no standardized metrics
to determine the power costs associated with a particular
infrastructure element [22]. This gap in traceability means
that businesses cannot make better decisions with respect
to infrastructure investment or management. Addressing
data center power measurement is more important than
ever [23]. The data center industry has a long way to go in
raising awareness, as well as establishing and monitoring
relevant metrics. This demand requires the development
of green metrics with a broad emphasis on performance
and measurement of related power consumption in almost
all aspects of data center operation [24].These metrics
would greatly improve the efficiency of a data center and
provide services with high response time and reduced
power consumption.

The problem with standard measurement techniques
is that they are time consuming and costly to deliver good
results [25]. Power measurements must be taken over a
period of time long enough to incorporate the changes in
power consumption caused by periodic workload
fluctuations. When this factor is considered, along with
the fact that data centers are constantly changing entities,
measurements can be inaccurate and out-of-date by the
time they have been gathered. How does an IT
organization measure data center power consumption
accurately enough to reflect efficiency improvements, but
fast enough so that the information is timely and viable
[26]. From a power standpoint, a data center is a hierarchy
of electrical devices. Utility power feeds one or more
Uninterruptible Power Supply (UPS), which in turn feeds
a greater number of Power Distribution Units (PDUs),
each of which feeds multiple racks [27]. Measuring
power consumption lower in the hierarchy provides more
accurate measurements but takes longer to obtain results.
More devices measured make the measurement more
expensive and the target more dynamic [7]. Only one
power meter is used for the facility relative to tens of
PDUs and thousands of servers. Measured electricity
usage can be obtained from utility bills, meters, or facility
management software tools [28]. Sources for estimating
power consumption on a device or component level are
vendor-supplied information, including equipment
faceplates and site planning guides. Other sources for
determining energy usage are power meters and
analyzers, as well as power distribution devices that can
also measure and report power usage [29].
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3 Problem Statement

Data centers use thousands of servers and other IT
equipment to perform processing for end users to
facilitate and accomplish business goals. As businesses,
including e-businesses, grow rapidly, large and complex
data centers become essential. In most data centers,
almost 90% of the IT equipment are idle most of the time
but consume large amounts of power and simultaneously
generate an enormous amount of CO2, which is
hazardous to environmental sustainability and contributes
to global warming. The problem with the data industry is
that no proper standardized mechanism or credible metric
is available to measure the power consumption of
different equipment.

4 Related Work

Power management and efficiency has become an
important issue with rising power dissipation in modern
hardware systems affecting overall system design [30].
This issue is relevant to data centers, where the cost of
power supply and cooling plays a major role. The recent
advancement in hardware designs and features focus on
built-in energy management tools but also disable certain
device features or reduce the speed during low utilization
phases [31]. To promote energy efficiency, enterprises
need benchmarks to assess their effectiveness.
Unfortunately, limited attention has been given to the
development of metrics or benchmarks for workloads, as
well as guidelines to gauge the efficacy of energy
optimization from a system perspective [32]. Efforts are
under way to establish benchmarks for energy efficiency
in data centers, but these efforts are incomplete. Other
studies and metrics [33] have emphasized energy-delay
product or performance per watt to determine the energy
efficiency of processors and servers without fixing
workloads.

Several researchers are working to propose solutions,
such as algorithms and techniques related to
workload/process allocations in data centers, and
load-balancing algorithms to balance and distribute
workload among server machines and thereby improve
the performance of blade servers contained in racks [34].
Dynamic Voltage Scaling (DVS) techniques proposed by
AlEnawy and Ayadin [35] emphasize energy savings in
systems that process mission-critical real-time tasks. The
solution proposed by Yuan and Nahrstedt [36]is to save
power by implementing a soft real-time scheduling
algorithm that focuses on small handheld devices such as
mobile phones. Merkel and Bellosa [37] developed a
power utilization model based on memory (RAM and
ROM) to achieve efficient energy savings. The technique
proposed by Mastroleon [38] directly controls hardware
energy savings by adjusting power distribution to
different components in the data center. The problem with
these hardware-based techniques is that most of them

focus on real-time tasks and do not consider minimizing
energy use by active computing nodes [39]. A popular
trend currently being implemented in data center
architecture is the use of large-scale, modular data centers
composed of shipping containers filled with servers, but
more radical proposals range from micro data centers
placed in condominium closets to floating barges filled
with servers running off of power generated from ocean
currents [40].

A technique proposed by Heath [41] focuses on
measuring power consumption via different data center
devices using performance of power consumed in either
homogeneous or heterogeneous racks executing different
applications. The demand model proposed by Adachi [42]
is more applicable to the data center industry because it
combines the workloads and resources of data centers
into resource pools, then provides those resources based
on priority or predicted algorithm use. This technique
satisfies the demand by different processes retaining the
optimization values set for achieving energy utilization.
Petrucci [43] proposed a unified framework for large grid
computing systems using different techniques such as
policies for power off idle nodes, thereby predicting the
future load on servers to save power. Capit [44]
highlighted different aspects of developing a green IT
implementation framework to build green data centers,
but this proposal lacks different techniques to focus on the
emission of greenhouse gases, proper recycling policy,
and service-level agreements between service providers
and end users. Based on these findings, this paper
proposes a novel, measurement-based method to
characterize and improve the power efficiency of a data
center. The proposed metrics methodology provides not
only a clear set of measurement-based best practices
metrics, but also clear guidance for data center managers
to substantially improve the efficiency and performance
of their facilities. This study proposes to use PUE metrics
in measuring the performance of a data center.

5 Proposed Work

The phenomenon of establishing green, energy-efficient
data centers has become the catalyst for the emergence of
Green IT, and has piqued the interest of information
system researchers, business practitioners, and politicians.
Green IT solutions provide environment-friendly
techniques and methods toward implementing more
effective and efficient organizational and national
strategies, as well as policies to attain sustainable
businesses worldwide.

A major gap in the current literature is the lack of
appropriate standardized metrics to measure the energy
efficiency of data centers [45]. To advance this line of
research, this study attempts to bridge the gap by
highlighting the importance of green metrics in measuring
the performance of a data center, then identifying the
most common metrics adopted by the industry to measure
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the energy efficiency initiatives of such centers. This
study focuses on the significance of implementing and
applying the most prevalent green metric, PUE, to
measure the energy efficiency of a data center.

5.1 Power Efficiency in Data Centers

Energy efficiency refers to any behavior that results in the
use of less power. It is achieved by using different
techniques and methods that require less power to
perform the same task. Energy efficiency in computing
has historically improved more slowly than performance
or cost [46]. The excessive use of power in data centers
has placed unnecessary load on local utilities and caused
environmental concerns for pollution and ecological
stewardship [3]. These concerns are sufficiently accurate
that large enterprises are considering energy efficiency as
a priority and a topic of intense debate. Numerous
organizations started to build their data centers near
electric plants in cold weather environments [40]. Many
corporations are also applying power-saving methods for
their equipment and facilities under the banner of green,
energy-efficient computing [52].

Power demands required by data center industry are
met by considering the following factors:

– Power is available to the data center facility, but power
distribution infrastructure is constrained.

– Power is available to the facility, but standby or
backup power is insufficient for growth.

– Power is available in the general area, but utility
constraints prevent delivery to the data center.

– Power costs are excessive in the region where the IT
equipment and facilities are located.

The development and implementation of
energy-efficient resource management strategies in data
centers has become a prerequisite to implement
energy-efficient, green, and environment-friendly data
centers [47]. The actual energy consumed by a data center
does not affect the cost of infrastructure, but is reflected in
the electricity cost consumed by the system during the
period of operations. Considering high power
consumption in data centers, we believe that the major
problem is how to minimize the peak power required to
feed a completely utilized system.

5.2 Energy Efficiency Metrics

Power consumption and energy efficiency are key factors
in the initial design and day-to-day management of
computer systems. They have a direct relationship as
energy efficiency decreases the rate of power
consumption. Energy efficiency has become a significant
metric that is progressively implemented to evaluate and
measure the energy utilization of devices installed in data

centers [48]. Many energy efficiency metrics for
networking protocols and devices have been proposed,
but most of them have been specialized for specific
networking software or equipment and are being used in
an ad hoc manner. For instance, the ones commonly used
in the literature include absolute power in watts, power
per bit, and normalized energy consumption (sum of
energy consumed by all components) to full-duplex
throughput for networking devices [49]. Metrics facilitate
energy optimization by defining energy-efficient
techniques to implement green, energy-efficient data
centers. They must correlate strongly with the concerns of
business enterprises and end users, while also being
understandable, general, and practical to adopt and
calculate [13]. A metric must have different proficiencies
such as assessment tools, analysis and benchmarking
features, design, plan, and implementation characteristics
to help define and improve its performance and
measurement capability [13]. These metrics identify
potential opportunities to reduce energy use in data
centers. The Green Grid has specified the following
characteristics of efficient data center metrics [51].

– The metric name should be clear and intuitive.
– The metric should be capable of scaling according to
the purpose for which it was initially created and
should factor in technological, economic, and
environmental changes.

– The metric must be scientifically accurate and used
precisely.

– The metric must be granular enough to analyze
individual aspects and provide data-driven decisions.

5.3 Criteria for Metrics Selection

Energy efficiency metrics and benchmarks are used to
track the performance of a data center in power and
energy use at different levels. These metrics identify
potential opportunities to reduce energy use in data
centers. Limited focus has been given to metrics and
models to highlight the significance of power
management and energy optimization in the data center
industry [8]. The primary problem faced by any metric
when applied to energy efficiency calculation is the lack
of a standardized system for categorizing different
components of the data center. The metric selection
criteria help to better employ all equipment assets in the
data center so that their utilization ratio can be
maximized. The criteria also provide capability to
benchmark performance values and demonstrate
continuous improvement as well as superior energy
efficiency to reduce the total cost of ownership of a data
center. The metrics must cover certain areas for
measurement, such as IT power utilization, facilities
power utilization, system space used within the data
center, and geographical location of the data center.
According to the criteria, metrics should have the
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following properties defined as attributes for the selection
to be an effective metric.

1. Definition of metrics
2. Measurement capability
3. Usage of metrics

5.3.1 Definition of Metrics

The Metric must provide and contain the following
attributes:

– It must clarify the definition of data center
performance and energy.

– It must define the area to be measured in the data
center.

– It must specify the base of energy values so that new
values can be compared and benchmarks can be set.

– It must define the scope of data center management
according to the type of services it provides.

– It must provide solutions for energy efficiency
improvement according to data center activities and
infrastructure.

– It must clearly define the method of selecting IT
equipment and total power as input to the data center.

5.3.2 Measurement Capability

– Proper regulations should be set on measurement
methods to calculate the efficiency and achieve
desired objectives.

– In a situation where measurement is difficult to
perform and results do not show the desired values, a
mechanism should be used to set some estimation
methods to find the nearest values.

– Measurement conditions such as service level
agreements should be followed while measuring
values.

– The metric must be simple and cost-effective, that is,
measurement costs should be low.

5.3.3 Usage of Metrics

– The metric must consider data center diversity and
divide the data center into segments before metric
application.

– It must follow security considerations and constraints
already deployed.

– It must be easy to use and serve as motivation for both
businesses and tenants (users).

– It must have provision of numerical information.
– It should provide an effective way to evaluate
cooperative efforts for energy efficiency improvement
activities.

6 Implementation of PUE Metrics

In computing the power efficiency of data centers, metrics
are necessary to substantially measure this power
efficiency from time to time to help top management
make correct decisions toward implementing green data
centers. In quantifying the power efficiency of data
centers, PUE has been selected according to a criterion
described and was implemented in one of the tier-level
data centers in Pakistan. The criterion is defined as total
power used by the data center divided by the total power
consumed by the ICT equipment. This criterion provides
opportunities to improve data center operational
efficiency and compares efficiency with competitive data
centers. The function of PUE in a data center is
implemented by calculating the total power drawn from
utility as the sum of total facility power for the data
center, and the total power consumed by the non-data
center components, as shown in Fig.1.

 

Fig. 1: Illustration of PUE Metrics

IT equipment power would be measured after all
power conversion, switching, and conditioning is
completed before the IT equipment itself. The most likely
measurement point would be the output of computer
room PDUs. This measurement should represent the total
power delivered to compute the equipment racks in a data
center. Table 1 presents the distribution of data center
sub-systems in three main categories according to the
power they consume and workloads they execute.

7 Results and Discussions

The rising cost of energy and corresponding increases in
power consumption drive the need for server benchmarks
with a broad focus on speed-oriented performance and
associated power consumption. Existing
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Table 1: Data center Sub-system Distribution
IT
Load

List of Subsystem Total Physical
Infrastructure

Other
Equipment

X Servers
X Storage

Equipment
X Networking

Equipments
X KVM Switches
X Disaster Recovery

IT Load
Equipments

X Network
Operation
Equipments
UPS X

X Monitors
X Workstations/PCs

Switch gear X

Generators X

Power Distribution
Units

X

Batteries X

Chillers X

Computer room air
conditioning units
(CRACs)

X

Direct expansion
air handler (DX)
units

X

Pumps X

Cooling towers X

Chilled water
pumps

X

Cooling Tower X

Pipe freeze
protection

X

Air Compressor X

Centralized
humidifiers

X

Condensate pumps X

Unit heaters X

Dry coolers X

Condensers X

Well pumps X

Lights in DC
whitespace

X

Lights in
mechanical and
electrical rooms

X

Outdoor lights X X

Personal office
lights

X

Lights in DC
personal area

X

Table 2: PUE Efficiency Values
PUE DCE Level of Efficiency
3.0 33% Very Inefficient
2.5 40% Inefficient
2.0 50% Average
1.5 67% Efficient
1.2 83% Very Efficient

power-measurement methodologies vary in their ability to
meet this need. Maximized computational performance
remains a major goal for measuring IT equipment and
total facility load values. Before PUE metrics are
implemented, the following steps were conducted to
ensure proper implementation of these metrics in
measuring energy efficiency followed by analysis to
obtain aggregate values for benchmarking and standard
setting

1. Selecting the appropriate metric to become an
expedient and practical metric based on the
aforementioned criteria.

2. Selecting the data center type (Tier I, II, III, and IV).
3. Measuring the current individual and collective power

consumption or baseline values.
4. Identifying and highlighting potential areas for

efficiency improvement such as IT equipment power
consumption and total facility power consumption.

5. Selecting the elapsed time of assessment to measure
values.

6. Calculating the mean of source load values for the
assessment period.

7. Calculating the mean of values obtained by applying
the proposed metric.

8. Calculating and reporting the highest day-to-day
power measurement values recorded during the
assessment period.

9. Calculating and reporting lowest day-to-day values
recorded during the assessment period.

10. Normalizing the calculated values collected from
different sources.

11. Analyzing the calculated values and setting
benchmarks.

The proposed metric selection criteria along with the
aforementioned methodology to select appropriate
metrics and generate values help data center managers
make efficiency decisions. Typical tier-level data centers
must have a PUE value closer to 2 or even lower than 2.
This value can be achieved by properly using the
resources and other equipment in the data center. PUE
values can range from 1 to infinity. A PUE value
approaching 1 would indicate 100% efficiency, which
indicates that all the power is used by the IT equipment
only. Table 2 shows the range of PUE values for data
centers. These values show the actual efficiency of any
tier-level data center [51].

c© 2014 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.8, No. 5, 2207-2216 (2014) /www.naturalspublishing.com/Journals.asp 2213

7.1 PUE Calculations

PUE was calculated by employing the aforementioned
methodology in a PTCL data center in Pakistan. Two
values are required to calculate the exact efficiency value.

1. Total power consumed by IT equipment. 2. Total
power consumed by facility.

The results obtained after applying PUE metrics are:
Total IT Equipment Power = 60 Kw Total Facility

Power = 200 Kw
PUE = Total Facility Power/Total IT Equipment Power
PUE = 200/60 = 3.3 PUE = 3.3
The results were normalized and showed that

performance and cost were the most significant attributes.
These results demonstrate that managing capital costs and
operating expenses are vital to data center viability. The
results also show that the overall performance of the
PTCL data center in energy efficiency was very poor or
inefficient with a PUE value of 3.3, although PTCL was a
new data center established with tier level 3
specifications.

The results highlight the need to implement green,
energy-efficient data centers. Discussions were conducted
with top-level management, who admitted that they were
not implementing any proper framework or metric to
measure the efficiency of their facilities. This lack of
knowledge regarding energy efficiency was caused is
related to the unawareness of top-level management about
the concept of green data centers. Numerous reasons are
behind this poor performance. One reason is that a data
center contains approximately 150 racks, but only 15% of
them are filled and performing their processing, whereas
the remaining 85% only consume power without being
properly utilized; thus, the overall performance was
inefficient. This consumption also contributes to the
emission of hazardous greenhouse gases. The other
reason for this inefficiency is the lack of usage of
effective technologies such as virtualization, thin
provisioning, and physical to live migration, data
deduplication, and other energy conservation techniques.

7.2 Goals of PUE Metrics

To determine the effectiveness of PUE metrics, we
assessed them in a tier-level data center against the goals
such as effectiveness in reporting, targets, education,
analysis, and decision support from different data center
managers. These managers agreed and provided the
following answers as shown in Table 3.

8 Conclusion

Energy efficiency has emerged as one of the major design
requirements for modern computing systems, such as data
centers, as they continue to consume substantial amounts

Table 3: Goals of PUE Metrics
Specified Goals of PUE

Results

1. Provides a clear, preferably instinctive
understanding of measuring values.

Yes

2. Measures and significant power consumption
values of different IT equipment and data center
components are clearly defined.

Yes

3. Metrics are stable, persistent, and extensible as
the scope of power efficiency clause increases.

Yes

4. Metrics highlight peak load value to point out
improvement areas in the design of data center
facilities.

Yes

5. Metrics are reversible, which means that they
can be used to determine the power usage at the
electrical input to data center for any specified
device or equipment within the data center.

Yes

6. Metrics can support what if analysis for IT and
data center operators in determining the power
improvements and ROI.

Yes

7. Metrics can provide data center managers with
clear understanding of the effects of change.

Yes

of electrical power. High operating costs incurred by
computing resources and their energy usage lead to
significant emissions of greenhouse gases into the
environment. Unless energy efficient techniques and
algorithms are developed to manage computing resources,
IT contribution to global energy consumption is expected
to rise rapidly. The power management problem becomes
more complicated when considered at the data center
level. The results obtained after applying the PUE metrics
show a PUE value of 3.3, which indicate a highly
inefficient data center where managers are unaware of
green and energy-efficient concepts and have no
knowledge of performance measurement for own
facilities. The results demonstrate a strong need to
implement energy efficiency techniques and methods to
overcome these inefficiencies. The data center manager
agrees that metrics are essential tools and PUE is a
standard method to be used occasionally in measuring the
performance of the data center examined in this study.
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