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Abstract: In membrane computing, spiking neural P systems (shortly called SNstersg) are a group of neural-like computing
models inspired from the way spiking neurons communication in formi@espin previous works, SN P systems working in a non-
deterministic manner have been used to solve numerical NP-compldétiepsy such as SAT, vertex cover, in feasible time. In these
works, the application of any rule should complete in exactly one time unitffeng@recise execution time of rules plays a crucial
role on solving the problems in polynomial (or even in linear) time. Howeherrestriction does not coincide with the biological fact,
since in biological systems, bio-chemical reactions may cost diffesetution time due to the external uncontrollable conditions. In
this paper, we consider timed and time-free SN P systems, where thsepegecution time of the rules is removed. To investigate the
computational efficiency of time-free SN P systems, we solve Subsefp®ablem by a family of uniform time-free SN P systems.

Keywords: membrane computing, spiking neural P system, Subset Sum probiéornu solution, time-freeness.

1 Introduction the time for the system. The systems work in a
synchronized manner in the global level (all neurons
Spiking neural P systen{SN P systems, for short) are a apply their rules in a parallel manner), and for each
class of distributed and parallel computing modelsneuron, only one of the enabled rules can be used on the
inspired by spiking neurons, introduced iB].[ Please tick of the clock. However, programming living things
refer to a respective chapter of the bodig][for some  cannot assume general restrictions on execution times.
details of SN P systems, to the membrane computingVloreover different biological processes may cost
website P] for updated information. different time due to the external uncontrollable
With different biological facts, many variants of SN P conditions. Therefore, it seems crucial to investigate the
systems have been proposed, as well as theipower of SN P systems without restrictions on execution
computational properties have been heavily studied. SN pimes of rules. Time-free cell-like P systems and SN P
systems were proved to be computationally complete, i.e.Systems with no restriction on the execution of the rules
Turing universal, as number generatoBsifl,12,13,14, are investigated inl] and [10]. The idea of considering
15], language generator8,R1], and function computing  solving computational hard problem by time-free P
devicesl6]. SN P systems with cell division or budding Systems was initialled by Matteo 2]} but no specific
can generate new neurons during the computation, thuime-free system constructed for solving a hard
provide a way to generate exponential working space incomputational problem was given ig]{
polynomial or linear time. These systems were In this work, we deal with the computational
successfully used to (theoretically) solve computatilynal efficiency of time-free SN P systems by solving Subset
hard problems, particular ilNP-hard problems, in a Sum problems, thatis, the correctness of the solution does
feasible (polynomial or linear) time (see, e.®.,4,8,12)). not depend on the precise timing of the involved
In the previous obtained SN P systems 3n5]6,7,8, processes. Moreover, the family of time-free SN P
12,16,20], a global clock is generally assumed marking systems are constructed in a uniform way.
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2 Solving Decision Problem by Time-free SN again, so that it can receive spikes (which can be used
P Systems starting with the step + e(r) + 1, when the neuron can
again apply rules). Once emitted from neurgn the p
In this section, we start by recalling the definition of spikes reach immediately all neurons; such that
timed spiking neural P system&(], and then a particular (i, j) € synand which are open, that is, thespikes are
class of timed SN P systems investigated in this work,replicated and each target neuron receipespikes; as
called time-free SN P systems, is introduced. Thestated above, spikes sent to a closed neuron are “lost”,
definition is complete, but familiarity with elemental thatis, they are removed from the system. In the case of
concepts of formal languages and the basic elements dhe output neuron,p spikes are also sent to the

classic SN P systems (e.g. frofi7]) is helpful. environment. Of course, if neurog; has no synapse
A timed spiking neural P systeaf degreem>1isa  leaving from it, then the produced spikes are lost.
construct of the form If a neuron contains exactlc spikes, then the

forgetting rulea® — A is enabled to use. By using the

M=(0,01,02,...,0msynin,out €), where forgetting rule,c > 1 spikes are removed out of the

-0 = {a} is alphabet of spikea(is calledspike); neur'on,.thus be remc_>ved out of the system. Note that the
—01, 05, ...,0m areneuronswith any g; = (n,R)) (1 < ap_pllcanon qf a rgle is controlled by the total number of
i < m), where - spikes contained in the neuron.
(1)n; > 0 is thenumber of spikemitially contained in In each time unit, if neuroro; has applicable rules,
Neurona;; then one of the enabled rules must be used on the tick of
(2)R is afinite set ofules: E/a® — aP, whereE isa  the clock, all neurons working in parallel. When a rule
regular expression ové®, c > 1 andc > p > 0; from R is started to apply in a neuron, then other rules
-synC {1,2,....m} x {1,2,...,m} with (i,i) ¢ synisa  from the neuron can not be applied before the execution
finite set ofsynapsesonnecting neurons; completes. It is possible that two spiking rules
—in,oute {1,2,...,m} areinput andoutputneurons; Ei/a? — aP and Ey/a®? — a2 may have
—e:R— Nis a time mapping, wherRis the total set of L(E1) NL(E2) # 0, in this case, at some moment the
rules holdingR= Ry URz - - URp. number of enabled rules might be more than one; only

one of them is chosen in a non-deterministic way to use.
In any neuron, its rules are used in the sequential manner

form E /a¢ - A and is called dorgetting rule The rule of (at most one in each step), but for different neurons, they

the typeE/a® — a anda® — A is said to be thestandard work in parallel with each other.. )
spiking and forgetting rule. IE(E) = {a°}, then the rules The “state” (also calledtonfiguratior) of the system
are written in the simplified forma® — aP anda® — A at any moment is described by the number of spikes in
The time mapping: Ry UR;---URy — N specifies ~ nheuron at that moment and tlopen-close statusf the
the execution time of every rule in the system. We neuron, that is, the r]umber of steps to count down until it
suppose to have an external clock marks time-units off€comes open again. One can defirmsitionsamong
equal length, starting from time 0. In each time unit, a configurations by using the rules in the neurons. Any
finite number of spikes and a finite number of rules areSe€quence of transitions starting from the initial
present in each neuron. The applicability of a rule is configuration, haltlng or not, is calledemmputation The
determined by checking the total number of Spikesres_ult of a computatiors Qeflned as the total number of
contained in the neuron against a regular set associatetPikes sent into the environment by the output neuron,
with the rule. Specifically, the spiking rules are applied asWhen the system halts.
follows. If the neurong; contains exacthk spikes, and The systems can work in a so called “input-output”
a e L(E),k > ¢, then the ruler : E/a® — aP is enabled mode to solve decision problems. An instance of a
and can be applied. This means consuming (remowing) decision problems can be encoded in form of spike train
spikes (thus onlyk — c spikes remain in neurow;); the  and introduced in the system through the input neuron(s),
neuron is fired, and it producgs spikes aftere(r) time  and then by performing the computation of the system, a
units (that is, when the execution of spiking rule number of spikes are emitted to the environment when the
terminates). During the execution of the rule, the neuronsystem halts. By reading a instance of the problem into
is in the closed status. If the rule is used at stegnd  the system, we can obtain the solution of problgesor
e(r) = 0, then the neuron is open at stepf e(r) = 1, no, by analyzing the number of spikes emitted to the
then the neuron is closed at stgpand open in the next environment when the computation halts. If the
step, etc. If the rule is used at stepnde(r) > 1, then at  correctness of the solution has no relationship with the
steps,t+1,t+2,...,t+e(r) — 1 the neuron is closed, so time mappinge associated with the system, then the
that it cannot receive new spikes (if a neuron has asolution is called time-free. In order to formally define the
synapse to a closed neuron and tries to send a spike alorigne-free solution to decision problems by using timed
it, then that particular spike is lost) from its neighboring SN P systems, we recall the some notions used in SN P
neurons. At the step+ e(r), the neuron becomes open systems to solve decision problems.

A rule E/a° — aP with p > 1 is called extended
spiking rule a ruleE/a® — aP with p = 0 is written in the
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A decision problenX is a pair(Ix,©x) wherelx is a
set of instances oK, and©x is a predicate ovely. Let
X = (Ix,B0x) be a decision problem, if the answer Xf
is positive, then it is represented @z (u) = 1; otherwise
Ox(u) =0, andlT = My,u € Ix be a (countable) family of
SN P systems.

—The family of systemg] is sound if for any u € Iy,
there exists a computation ét,, by which we have
Ox(u) =1.

—The family of system$] is completeif for any u € Ix
such that®x (u) = 1, then we get the positive answer
of the instance from every computation/ay.

—The family of systemg7 is polynomially boundedf
there exists a polynomial functiop(n) such that, for
eachu € lx, all computations irf1, must halt in at most

p(|ul) steps.

In timed SN P systems, the execution time of rules is
determined by the time mappirg(that is the execution

Problem. NAME: SUBSET SUM.

—INSTANCE: a finite V. = {vi,vo,...,vq} with
vi e NJi=1,2 ... n, and a positive integer numbgr

—QUESTION: is there a sub sBtof V (B C V) such
thatzbeB =8?

Theorem 1Subset Sum problem can be solved by timed
SN P systems in a time-free uniform manner.

For a given time mappin@, we construct a family of
timed SN P systemgl,,n € N to solve Subset Sum
problems. The systems, shown in Figurk are
constructed in a uniform way. The input neurons
Oc31 = 1,2,...,n (having a synapse pointing to itself)
can read spikes from the environment, and the function of
the output neuronogyy is to emit spikes to the
environment. In the initial configuration, all the neurons
contain no spike inside, except that neuragsand o, ,

(i 1,2,...,n) contain 3 spikes and 5 spikes,

time of rules can be any number), so it is possible thatrespectively. For any instance of Subset Sum problem

there exits a rule with exponential execution time. In this
case, the notion of polynomial bounded cannot be

(V = {vi,v2,....\n},S), cod(vi) = 5v; spikes are

introduced in each input neuram, ,,i = 1,2,...,n at the

obtained any more. We consider here another way tdeginning of the computation.

define the computation time in timed SN P systems,
which is called therule starting steps(RS-steps for

short). In the computation of the timed SN P systems,
only the steps when at least one rule is started to apply ar

In the first step, with 3 spikes inside, neuron
0,,i = 1,2,....n can fire for the two rules® — a2 and
a® — a® are both enabled, but only one of them will be
aon-deterministically used at that moment. This

counted. Those steps, in which no rule is started to becorresponds to the cases that whether the nunaber
executed, are omitted. We can easily expanded thaelected in the subs& or not. In neurongi, there are
notions sound, complete and polynomial bounded tofollowing two cases.

timed sound, timed complete and timed polynomial
bounded, respectively. The notions are given as follows.

Let e = IMy(e),u € Ix be a (countable) family of
timed SN P systems.

—The family of systeméle is said to beimed sounglif
for a given time-mapping, the family e = I,(e),u e
Ix is sound.

—The family of systemslle is said to betimed
complete if for a given time-mappingg, the family
Me = My(e),u € Ix is complete.

—The family of systems/T is timed polynomially
boundedf for a given time-mapping, there exists a
polynomial functionp(n) such that all computations
in any system/1,(e) must halt in, at mostp(|u|)
RS-steps.

For any time mapping, if the family I1e are timed
sound, timed complete and timed polynomially bounded,
then the family of systeméle are said to be time-free
sound, time-free complete and time-free polynomially
bounded.

3 A Time-free Uniform Solution to Subset
Sum Problem

Subset Sum problem is known NP-complete probldm |
which can be formally defined as follows.

Proof. —If neurong; uses the rule® — a2, then after
certain steps (depending on the execution time of the
rule determined by the giveg) it emits 2 spikes to
neurons o, and dg,, respectively. Neuronag,,

removes the 2 spikes by the forgetting rafe — A
and keeps inactive, while neuran, , can fire by the
rulea’/a® — a3, sending 3 spikes to neuran, ,. By
receiving 3 spikes from neuromy, ,, neuronag, , gets
5v, + 3 spikes and the rulee®(a®)*/a® — & is
enabled. In some steps, it sends 6 spikes to neurons
0, , and goyt. Neuronag, , contains 7 spikes and will
fire again at some step. From that moment on, this
process can repeat fax — 1 times, totally sending
6(vi — 1) spikes to neurongy, , and goy. Note that
both of the two neurons cannot fire withkk,& € N
spikes. When neurong, , has exactly 5 spikes, after
receiving 3 spikes from neurogy, ,, rule a® - atis
enabled. Some steps later, it sends 4 spikes to neurons
O¢, 5, OCi 4, andaoyt. With 6(v; — 1) 44 spikes, neuron
o, can fire, sending 2 spikes to neuramsy: and gy.
In this case, totally ¢ spikes are emitted to neuron
Oout (Where the first 6v; — 1) spikes are fronog, , and
the last 6 spikes are sent by neuramg, and o ,,
which emit 4 and 2 spikes, respectively) and 2 spikes
are sent to neurody.

—If neurong; uses the rule® — a3, then some steps
later it sends 3 spikes to each of neurogs andog, ,.
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Fig. 1: The timed SN P systelfi, solving Subset Sum problem in a uniform manner

At that time, neurorugg, , gets 8 spikes and cannot fire In the following, we will check the RS-steps of the

for no rule is enabled. Having 3 spikes, neuray, computations in systenfl,. It is possible that then

fires by the rulea® — a2, sending 2 spikes to neuron Modules offT, (modulei consists of neurons;, 6i.1, g 2,

0y at certain step. In this case, no spike is emitted t0%i.3,0i4,i = 1,2,...,n) work sequentially, which is the

neurondo,: from the neuroror, . worst case of consuming computation times. According

Note that before neurogy is activated, the number of 0 the description above, in each modilef 11, all the
spikes in neuror,y is always even (it can only receive Neurons fire in a sequential way. Neuron only fires

even number of spikes in any step), so neusgg cannot ~ °Nce; thatis, one RS-step costs in neusanif neurong
fire until neuronagy fires. When neuroroy collects 2 uses the rule” — a*, modulei finishes its work in two

spikes (it indicates that all the neuronsi and Ro-Steps. If neurom; uses the rula® — &%, then neuron
Oe.i = 1,2,....nj = 1,234 have finished their o, Wil fire v —.1 t.|mes, neurorog, WI|.| fire v; times
spil(ing), it becomes activated and sends one spike t&@nd neurorog , will fire once. So, modulé costs at most
neurondoy:. By receiving the spike, the number of spikes 1+ (Vi — 1) +Vi + 1 = 2v; + 1 RS-steps. In the first step,
in neurondy: becomes 6+ 1. It can fire one step later all the neuronsg; start by using one of their two rules,
by using the rulea(a)®/a® — a and begin to send spikes their spiking costs one RS-step. Hence, thenodules
to the environment. When the system halts, we can obtaigost at mosty’;2v + 1 RS-steps . After all then
the answeryes or no to the instance of Subset Sum modules finish working, neurogy fires once, and neuron
problem: the answer is positivgdy if exactly S spikes ~ Tout maximally firesy ', v; times. The systendl, will
are in the environment; otherwise, the answer is negativdalt in at most 3 ,3v; + 2 RS-steps, which is a
(no). polynomial time.

We can easily check that systef, contains B+ 2
neurons, and any neuron has at most two It is easy to obtain that the time mappimghas no
spiking/forgetting rules. So, for any systeff,,n € N, influence on the result of systef,, that is, for any time
there is a deterministic Turing machine constructing it in mappinge, the SN P systemi,, will get the same answer
polynomial time. If the instance of Subset Sum problemto the same instance of Subset Sum problem. Thus, the
has a positive answer, then we can get the positive answdamily [T, is time-free sound and time-free complete
from a computation ofT,. Dually, if we get the positive  (with respect to each instance of,). For any time
answer from a computation of systeffi,, then the  mappinge, the family of systemg1, can halt in at most
instance has a positive answer. Therefore, the system igolynomial RS-steps, hence the systems are time-free
sound and completeness. polynomially bounded.
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