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Abstract: City street environments are highly populated with 3D building data and associated information. Therefore, a suitabledata
representation scheme is needed for effectively representing relevant information to an urban navigator. The focus ofthis paper is to
propose a design methodology for providing users with just adequate information that helps them to satisfy their purpose of visiting a
particular building in a city street. In addition, we suggest a mechanism that renders the requisite information with selective levels of
detail by emphasizing the regions of interest and diminishing the details of less important regions, depending on the users intention.
Preliminary tests of the proposed data scheme on a set of realstreet building data and its evaluations show the feasibility of our approach
to extend to large scale mobile applications.
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1 Introduction

Urban street environments are highly populated with 3D
building information. The data quantity is too large to be
represented in any data representation scheme. Even if
such a representation were possible, the extend of its
utilization and management in various applications
including navigation systems, driving simulators, urban
data management, traffic analysis, etc. would be a tedious
and complex task. If a city is considered as an aggregation
of large data units that can be decomposed into numerous
meaningful objects, then each entity can be represented
semantically [1] and its relationships can be expressed as
a hierarchical data structure. This concept can be utilized
in urban navigation applications, where the users main
purpose is to find the destination building(s) of interest. In
such a scenario, providing the entire street area data to the
user would not be meaningful, as he would have to
perform many cognitive interpretations himself, and as a
result may sometimes lose the point of interest (POI) of
his destination building. Detailed graphical content is
indeed more subjective but also confusing to the user.
Thus simplifying the content of street area data will lead

to more usability, interactivity, and ease to find a
particular building in a city street[2].

We propose a design methodology for filtering or
diminishing unnecessary information, and emphasizing
important areas in the street data. In the proposed design
methodology, we represent the entire city information
hierarchically as structural semantics using different
levels of detail (LODs) for both geometry and texture.
This structural hierarchy is then semantically mapped to
user specific functional semantics. We represent the
building model as a resource description framework
(RDF) schema based on building ontology and its
relationships with other building parts. This approach
helps to prioritize buildings depending on functional
clusters and associate them with the users intention in real
time.

The remainder of this paper is organized as follows.
Section II describes the related research. Section III
focuses on semantic data modeling. Section IV shows the
DB Schema of our building model. Section V discusses
the application of our approach in a 3D platform. Section
VI provides the experimental results and evaluation.
Section VII presents some concluding remarks.
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Fig. 1: The proposed semantic level of detail data structure definition, illustrating the mapping between structural semantics and user
specified functional semantics.

2 Related Works

Research related to a new representation scheme for
urban street navigation has become increasingly
important in the last few years. A number of different
standards and hierarchical classifications of 3D cities have
been developed for this purpose [3]. Gao et al. [4] discuss
several different visualization taxonomies, classifications,
and terminologies, and describe how to use the ontology
in the portal for discovery visualization services.

One purpose of the Top Level Visualization Ontology
is to provide a common vocabulary to describe
visualization data, processes, and products [5]. It
describes some modifications for the visualization
ontology that can provide better representation of the
visualization process and data models. The Visualization
Ontologies Workshop [6] investigated what the
components were of such ontology, and how relationships
from a given ontology could be derived. Such ontology
could also facilitate sharing of the process models
(pipelines) between visualization developers, and
collaboration and interaction among users. M. Voigt et al.
[7] systematically surveyed the broad corpus of
visualization literature and discussed existing concepts,
and found the difference between continuous and discrete
ontology representation. We have designed our own
visualization ontology for urban street navigation.

City Geography Markup Language (CityGML)
[8][9][10] is another data model for representing the

geometrical, topological, semantic, and appearance
aspects of 3D city models. CityGML represents buildings
and building parts using different LOD. The Open
Geospatial Consortium (OGC) has adopted CityGML as
an official standard for representing cities in 3D.
CityGML distinguishes between different buildings and
other artifacts in a city, such as transportation, vegetation,
water bodies, city furniture, and streets. According to the
CityGML encoding scheme, different buildings in a group
may be given individual attributes such as Main Building.
The representation and the semantic structure of buildings
are refined from LOD1 to LOD4. The different LODs
allow for a more detailed view and a low-poly
representation of city models. A CityGML model may
include several models of the same building but with
different LODs, which is useful when different parts of
the dataset have different sources and accuracy [11].
From this, we have designed a methodology for reducing
the computational cost of transmission of real street area
data using multiple level information representation. We
have considered a photorealistic and non-photorealistic
approach for providing different LODs to the user. The
users intention for visiting a target building is also
considered in our proposed data structure representation.
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Fig. 2: Quadtree level data representation

3 Semantic Data Modeling

Our approach for providing user friendly guidance for
city navigation involves enhancing information based on
the users intention and hiding less important data. Further,
we consider a city as an aggregation of data entity that
has numerous meaningful objects. Each entity can be
represented semantically, and its relationships can be
expressed as a hierarchical data structure, as shown in
Fig.1. The semantics of each entity represents the
meaning of building information by considering
structural, functional, and user preferences aspects.

The city is decomposed into specific regions. The
regions are further sub-divided into functional clusters for
grouping the buildings. Each building can be further
represented as multi-level information, represented using
both structural and texture based LODs.

The user semantics consists of understanding the
user’s intention, analyzing the users situation, and
mapping the users intention onto the functional group of
buildings or a single building. This concept can be
utilized in urban navigation applications, where the users
main purpose is to find the destination buildings of
interest. In that scenario, providing the entire street area
data to the user would not be meaningful as he would
have to perform many cognitive interpretations himself,
and as a result may sometimes lose the point of interest
(POI) of his destination building. Lessening the detailed
content will improve the usability, interactivity and ease
to find a building in a street. We propose a design
methodology for filtering unnecessary information, and

emphasizing important areas in the street data. Our
approach is a multi-level information representation and
visualization, considering the spatial hierarchy and visual
level of detail.

To represent large city area, we use the quadtree data
structure [12][13][14]. in which each internal node has
exactly four children. This tree structure includes a set of
tiles, where each tile is an image or map of the ground
location at a fixed zoom level. The number of tiles in the
tile set depends upon the size of the area depicted, and the
resolution of the map. Tile positions within each zoom
level are indexed by tile column and tile row numbers.
Tile columns are numbered from left to right and tile rows
from top to bottom of the global map. Any tile position
can be identified by its quadtree level, tile row, and tile
column. Fig.2 shows the quadtree level data
representation.

We represent a cut in the quadtree as the current
rendering list in the format<quadtree level, tile row, tile
column>. We call the cut in the quadtree a map tile.
Using our approach of semantic LODs, this map tile,
which is in the form of a rendering list, is regenerated into
a revised rendering list in the format<new quadtree level,
tile row, tile column, rendering method>. The
regeneration process is performed by generating an
importance map, assigning different ranks to different
tiles, as shown in Fig.3. Ranks are determined by
semantic importance of entities in the tile. Having chosen
the projection and scale to use at each level of detail, we
can convert geographic coordinates into pixel coordinates.
The pixel coordinates at each level differs because the
map width and height is different at each level. The pixel

Fig. 3: Regenerating the rendering list based on the importance
map of each tile.
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Fig. 4: Conceptual diagram illustrating cut in the quadtree for
distributing semantic levels of detail

at the upper-left corner of the map always has pixel
coordinates (0, 0). The pixel at the lower-right corner of
the map has pixel coordinates (width-1, height-1). To
optimize the performance of map retrieval and display,
the rendered map is cut into tiles of 256 x 256 pixels. As
the number of pixels differs at each level of detail, so does
the number of tiles. Each tile is given XY coordinates
ranging from (0, 0) in the upper left to (2level-1, 2level-1)
in the lower right. Given a pair of pixel XY coordinates,
we can easily determine the tile XY coordinates of the tile
containing that pixel as in equation (1) and (2):

tileX = f loor(pixelX/256) (1)

tileY = f loor(pixelY/256) (2)

We need to calculate the corresponding tile levels,
given the initial tile level (highest). When a zoom level
changes, a single tile is broken into 4 tiles. If the zoom
level increases by one then there are twice as many tile
rows and columns. Hence, to derive the 4 tiles that an
individual tile is broken into, we use the equations (3) to
(7) :

tile1 : row∗2,col ∗2; (3)

tile2 : row∗2+1,col∗2; (4)

tile3 : row∗2,col ∗2+1; (5)

tile4 : row∗2+1,col∗2+1; (6)

Also,

nextzoomlevel = currentzoomlevel+1 (7)

For representing the visual LOD, we consider the
users intention for visiting a particular building, and we

categorize the buildings around a selective region as
important or unimportant for the user. For example if
User A wants to visit his/her acquaintance in a hospital,
then the buildings of interest to him would be the hospital
building, nearby fruit shops or flower shops, medical
shops, car parking, nearest subway or bus station
depending on the mode of travel. Those buildings would
be emphasized and shown in higher LOD.

Other surrounding buildings can be filtered out or
shown in lower LOD. This paves way for the application
of multi-texture representation of the city buildings. Such
representations allow regions of interest (ROIs) to be
rendered in higher LOD than other non-ROIs, allowing
interactive rendering of visual information. Both
structural and texture hierarchies vary according to the
semantic importance of the spatial location. When the
user requests a particular map tile, the system regenerates
the area giving different visual effects according to the
importance/rank of the buildings, as shown in Fig.4. Each
colored tile represents a particular rank within the ROI of
the user. The buildings within one tile are given the same
rank and hence similar visualization effect and detail.

4 DB Schema

A DB schema specifies, based on the DB administrator’s
knowledge of possible applications, the facts that can
enter the DB, or those of interest to the possible
end-users. The notion of a DB schema plays the same role
as the notion of theory in predicate calculus[15]. A model
of this theory can contain formulas representing integrity
constraints specific for an application, and constraints
specific for a type of DB, all expressed in the same DB
language. In a RDB, the schema defines the tables, fields,
relationships, views, packages, procedures, functions,
queues, DB links, directories, XML schemas, and other
elements. Although a schema is defined in text DB
language, the term is often used to refer to a graphical
depiction of the DB structure. In other words, schema is
the structure of the DB that defines the objects in the DB.

We model our DB schema as RDF data based on
building ontology and the various semantics associated in
identifying a building, as shown in Fig.5. For example,
the address and name of the building are unique
characteristics by which a building is located in the
geographic space. The appearance of the building is
another factor that contributes to the recognition of a
building. The functional importance is also a strong factor
for building identification. The main classes and attribute
relationship of the DB schema are shown in Fig.6.

5 Semantic LOD in 3D Platform

Semantic LOD is a mechanism by which a city street
navigator is provided with just sufficient information to
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Fig. 5: UML diagram of the building database schema

Fig. 6: Entities of building ontology that are relevant for the data
modeling of semantic levels of detail.

guide the user to find the target location. Our proposed
architecture helps to provide different visual effects
representing semantic LODs according to the users
intention. Such an approach provides a user friendly
interface to find the target building. The system
architecture and implementation details are described
below.

5.1 System Overview

The overall system architecture for applying our approach
in a 3D platform involves the following main modules:
semantic LOD generation, semantic LOD selection, and
semantic LOD rendering module, as shown in Fig.7. The
user gives input of the current location and intention to
visit the target location. This user query is received by the
semantic LOD generation module, which converts the
user query to system query and passes it to the semantic
query engine. The semantic query engine involves the
Fuseki server and Jena API [16] for semantic information
updating and querying. The semantic engine returns the
query response in the form of<tile level, BID>, where
tile levels range from 0-15, where tile 15 is the highest
level; and BID denotes the building identification number.
The semantic LOD generation module generates the
importance map in the form<quadtree level, tile row, tile
column, rendering method>. This importance map is
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Fig. 7: The system architecture of applying semantic levels of
detail in a 3D platform.

passed to the semantic LOD selection module where the
tile level and LOD (geometry and texture) are selected
and passed to the rendering module, which uses the
WebGL renderer.

5.2 Semantic LOD Generation

The main functionality of semantic LOD generation
module is to create a spatial hierarchy for the distribution
of semantic LODs. This is done by regenerating the
rendering list in the format<quadtree level, tile row, tile
column, rendering method>. We focus on an urban
scenario in which cities are classified as regions and
regions can be grouped as functional clusters both
statically and dynamically, depending on the users
intention. The city map is divided into regions using the
quadtree data structure. Each quad tree tile is expected to
contain a number of buildings. The semantic data
associated with the buildings are stored in the form of
ontologies.

Ontologies are a formal description of a shared
conceptualization of a domain of interest. Designing
ontology for storing building information requires good
understanding of the building’s geographic location,
functional importance and the other semantics associated
with a particular building. To design our ontology we
surveyed about 600 buildings in a city street of Gangnam
district in Seoul, South Korea. For example, a building

Fig. 8: Class hierarchy of different levels of building
ontology(Top) property definition of the ontology(Bottom)
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Fig. 9: Example of a building instance in the ontology

has its unique address, name, appearance, functionality,
and so on. The properties of the building used in the
ontology are shown in Fig.6. To develop our ontology, we
used the open source editor Protege [17], developed at
Stanford University. Protege facilitates designing
concepts, properties and class instances; its plug-in based
extensible architecture facilitates integration with other
tools and applications; and it supports SPARQL [18] for
querying RDF schema.

We use the RDF schema for storing the semantic
information of city. The RDF data model is based upon
the concept of making statements about resources in the
form of subject-predicate-object expressions. These
expressions are known as triples. The subject denotes the
resource, and the predicate denotes the aspects of the
resource and provides the relationship between the
subject and the object. The semantic engine utilizes this
information for system understandability. To do so, it
needs an infrastructure that can run on the web and
interpret meaningful information and provide that
information to the user. Semantic engines are means to
perform two important tasks. They provide a common
format for integration and combination of data from
different sources, and they act as a language for recording
how the data is related to real world entities. Our building
ontology with semantic information is shown in Fig.8 and
Fig.9.

Fig. 10: Conceptual diagram of the querying process

5.3 Semantic LOD Selection

We considered a real scenario in which the user intends to
visit a building, which has restaurant, entertainment, and
parking facilities. For this, we used the survey reports of
Daum Corporation over 565 buildings. The semantic
information and 3D models of buildings are stored as
RDF data. We used the Fuseki server for updating and
querying the semantic information in the semantic data
store. The Fuseki server was running in a separate node
for processing the semantic information. Using the
proposed services, users can load the ontology, update the
triples and query the triples using the SPARQL1.1
service. Communication between the application and the
semantic server is established using graph store HTTP
protocol. A code snippet of an ontology update is shown
below.

When the user inputs his interests, the query request
will be passed to the semantic server, which processes it
and returns the information to the application interface.
During this process, the system finds the building IDs and
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their representative tile location in the spatial hierarchy. In
our test demo we have structural semantic information
and functional information of the buildings. The main
advantage of this approach is that it is expandable to
include additional semantic information. In the current
work, we have considered only outdoor semantics but it
could be extended to indoor semantics. The SPARQL
query engine has a special type of protocol to
communicate with ontologies and derive the meaningful
information or for updating the triples. For querying the
ontology, different rank conditions can be generated as
shown below.

The semantic inference engine is where the higher
level decision making occurs. This includes the model
manager, ontology updater, and query manager. Fig.10
represents the conceptual design of the querying process.
A code snippet for querying the building tiles, given the
functional details, is shown below:

The updating process consists of the user requesting
real street data from the server. The semantic DB engine
processes the query, converts it into a system query, and
search the RDF data set for BID(s) and quadtree tile(s) (
tile row and tile column). The query result is passed back
to the DB engine by the Fuseki server, then converted to

Fig. 11: Sequence diagram of execution flow for the updating
and querying process.

Fig. 12: Polygonal hierarchy showing an increment in geometry.

information for the user. Fig.11 shows the sequence
diagram for the execution flow of the entire process.

5.4 Semantic LOD Rendering

Automatic tile ranking is performed by the semantic LOD
selection module. After selecting the tile location (row,
column) corresponding to the users intention, the
semantic query engine regenerates the rendering list and
this is passed to the WebGL renderer. Each level is
displayed in an incrementing manner of geometry and
texture resolution as shown in Fig.12. The highest level
corresponds to high detailed building geometry and
texture. The lowest level is a footprint showing only the
location of the building.
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Fig. 13: Real street data rendered using Semantic levels of detail concept. (Top) Birds eye view of a street in Gangnam district, Seoul,
South Korea depicting information hierarchy using unique colors. (Middle) closer view of the street area. (Bottom) Nonphotorealistic
rendering technique applied to the information hierarchy,visualization of less important data is diminished.
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We use the WebGL pipeline for rendering as it
provides greater flexibility and adaptability for GPU
programming in polygon based graphics systems. Each
tile is rendered using different rendering methods. The
rendering method varies in incrementing manner both in
geometry and texture. The experimental results and
observation are explained in the next section.

6 Experimental Results and Discussion

In the previous sections, we explained the data modeling
and DB schema for semantic LOD used to represent a
building and its different parts in multiple levels. We
verify our proposed system using simulation results and
performance evaluations. For the test environment, we
prepared a general desktop PC as a server and a laptop as
a client. The laptop contains an I7 core CPU, 4GB RAM,
and NVIDIA GT 620 M GPU. The proposed system was
tested and evaluated using a set of real street data of six
hundred real buildings, located in the Gangnam district in
Seoul, South Korea. The user intends to visit a building
that has restaurant, entertainment, and parking facilities.
Different rank conditions are generated as explained in
the semantic LOD selection module. The proposed
system dynamically changes semantic LODs of the
viewed buildings according to their corresponding
information levels determined by the rank conditions. The
visualization levels of detail were based on both the
structural and texture hierarchy. In our current
implementation we define two user contexts. One is when
the user is moving, and the other when the user stops to
explore the surrounding buildings to find his/her
destination. When the user stops, the system provides full
detailed high level information of the buildings on the
street. When the user starts moving, different
non-photorealistic appearance of the buildings are
rendered depending on the user gaze and his distance
from the buildings position. Fig.13 shows real street data
rendered using the semantic LOD concept. Information
hierarchy is depicted using unique colors. Sky-blue
represents the best choice, yellow is second, followed by
blue and green.

We conducted two types of tests for performance
evaluation. The first is based on the rendering speed. Each
user tried the process twenty times and we measured an
average rendering speed of the proposed system. Table 1
describes the total number of buildings, average number
of viewed buildings, average building size, average
download time per building, and average FPS. The results
showed a feasible rendering speed, although it is
dependent on the navigation scenario. The second test
evaluated the systems running behavior.

Fig.14 shows the running behavior of the system with
respect to the four system states: Geometry busy, Shader
busy, Texture busy, and GPU busy. Figure 12 (top) shows
the variations in the behavior of system when no semantic
level of detail is applied, and (bottom) shows the variations

Table 1: Results of performance evaluation
Total
buildings

Avg.
no.of
viewed
buildings

Avg. size
of the
building
in(Mega
Bytes)

Avg.
down
loading
time
per one
building

Avg.
FPS

565 45 3.647 18ms 30

in the behavior of the system when our proposed semantic
level of detail hierarchy is applied. This system running
behavior showed the validity of using different semantic
level of detail to cut down the computation cost.

7 Conclusion

This paper proposes a new design methodology for a
spatial semantic database that provides different levels of
detail using a hierarchical data structure. This
semantically enriched approach is based on ontology and
its associated knowledge representing the city model in
different levels of detail. With this approach, the level of
detail varies according to the users intention and services
in the geometric level. Since we are using an ontology
based representation for the city model, adjacent
structures and their relationships are easily derived and
adopted. In addition, the performance evaluation shows
the validity of using different level of detail to cut down
the computation cost.

Regarding the feasibility of our approach, we have
interviewed navigation company people who are map
service experts. They have reported that our approach is
quite reliable and useful. In addition, they have mentioned
that our current approach visual quality is still marginal.
As future work, we will consider their suggestions and
improve the visual quality using revised rendering
methods. In addition, we will refine our present semantic
level of detail data structure to include more user
semantics and improve the implementation on real street
data. Moreover, we will concentrate on continuously
streaming the real data at different levels to users of
heterogeneous devices simultaneously, using an extended
server-client platform supporting various mobile devices
in real time.
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