Appl. Math. Inf. Sci.9, No. 5, 2627-2636 (2015) %N =¥\ 2627

Applied Mathematics & Information Sciences
An International Journal

http://dx.doi.org/10.12785/amis/090547

New Reversible Data Hiding Scheme for Encrypted
Images using Lattices

Young-Sik Kirh, Kyungjun Kand and Dae-Woon Lirf*

1 Department of Information and Communication EngineeriDlgosun University, Gwangju 501-759, Korea
2 Department of Information and Communication Engineeridgngguk University, Seoul 100-715, Korea

Received: 7 July, 2014, Revised: 18 Nov, 2014, Accepted: d@ R014
Published online: 1 Sep. 2015

Abstract: Reversible data hiding is a technique to hide arbitrary,deithout influencing the original images. In 2011, Zhangpused
a reversible data hiding scheme for encrypted images, Ingusspatial correlation of the decrypted original imageet,ddonget al.
proposed an improved scheme by using side-match technigndsmodifying the correlation calculation function. Instipaper, we
propose an improved reversible data hiding scheme for prenlyimages with lower bit error rates with the same PSNRKBagnal-
to-Noise Ratio), by introducing a lattice pattern to confiieels to be used for embedding, and modifying the cormetatialculation
function, which extracts more information from neighboxgds. In the proposed scheme, it is possible to hide more Hatause the
error probability becomes zero for smaller block sizespthiéh previous schemes.

Keywords: Data hiding, encrypted image, image recovery, reversiate Hiding, spatial correlation.

1 Introduction encrypted messages by a homomorphic encryption
schemeT]. In this scheme, for data hiding, the encrypted
Reversible data hiding is a technique to hide arbitraryimage pixels are divided into several groupssbpixels
data, without influencing the original audio and image where s is the number of pixels on the horizontal or
files [1],[2]. The reversibility is important in certain vertical line of a group, and using a data hiding key, the
applications, such as military and medical ones. They aregixels in a group are pseudo-randomly partitioned into
required to conserve original images, to make a correctwo subsetss, andS;. In Zhang’s scheme, the three least
decision that is based on the original images. Today, mangignificant bits of pixels in& or S are inverted,
reversible data hiding schemes have been proposed. Thaecording to the hidden bit.
differences between two consecutive pixels are used to
generate a new least significant bit plane that embeds In order to reconstruct the hidden data that is
additional hidden information in difference expansion embedded in the original image, the data hider who
schemes J]. Celik et al, proposed another method to knows the data hiding key should separstgixel groups
hide data, using a lossless data compression for théto two pixel sets§ and S, after firstly decrypting the
creation of a space to store additional informatidp Ni encrypted image. Then, the data hider generates two
et al, proposed a reversible data hiding method using ahypothesis groupkly andH;. Depending on hidden data,
histogram shift that exploits the zero and peak points ofone hypothesis is the same as the corresponding block in
the histogram of original images to embed hidden data inthe original image, and the other is false, as every pixel in
the image §]. In 2010, Luoet al, proposed a reversible the block is distorted. Thus, it is decided which group has
image watermarking, using interpolation techniques thathe lower deviation, in terms of the spatial correlation
exploit the interpolation-error, the difference betweenvalue. Because every pixel in the false hypothesis has its
interpolation value and the corresponding pixel valble [  three least significant bits inverted, the difference betwe
There is another line of research for reversible datathe spatial correlation values that is used to reconstruct
hiding for encrypted images. In 2011, Zhang proposed ahe original data is not high enough. In turn, the error
reversible data hiding scheme. This is applied forprobability is also not small.
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Later, Zhanget al. [8] modified the original Zhang’s Content Owner Data Hider
scheme, by using pseudo-random sequence modulation to Encryption Key Data D3 A0
hide embedded data. Hongt al. [9] proposed an ¥ 2
improved scheme by modifying the correlation Syl Encrypted Image
calculation function, and using the side math techniques. —> —
Honget al.[10] modified the scheme ir9], in order to be
able to apply cartoon images, which have more flat area. Data Hiding Enervoti

Ke neryption Key Encrypted Image
Recently, Maet al. [11] proposed another approach for N +y y w/ Hidden Data
reversible data hiding, which reserves room for data Image
hiding before encryption. Karim and WongJ] proposed - . . | —
a reversible data hiding scheme in the encryption domain, o
which applies entropy encoding to cipher-text. Zhastg Data
al. [13 suggested another method to estimate some
information, before applying encryption, which embeds Fig. 1. Proposed reversible data hiding scheme.

and extracts hidden data without inducing any errors in
the original images. In addition, Zhang also proposed a
separable reversible data hiding for encrypted images,
which allows to extract hidden data without decryption
[18] and Zhanget al. also proposed a new efficient 2 Background Knowledge
reversible data hiding based on lossless compression
encrypted imageslf)].

Here, we will focus on Zhang'’s original schemd [
and its improvement by Honet al.[9]. In the reversible

% this section, the previous data hiding schemes for
encrypted images proposed by Zhang and Hetnal. are
reviewed [], [9]. There are two users at data hiding stage

.- . in previous schemes, the data owner and data hider, as in
data h|d|ng schemes by Zh?‘.”g and Hangl, depending ._Fig. 1. They can be distinct, and do not need to share any
on block sizes, the probability of occurrence of errors IS formation

not zero, where the error is defined as the difference
between the hidden information and reconstructed
information. Since error in the reconstruction of hidden . .
data will induce distortion of the original image, this 2-1 Reversible Data Hiding for Encrypted
means that in a strict sense it is not reversible, for thosdmages by Zhang
sizes. However, by increasing the size of blocks,
eventually we can obtain error-free size, real reversibleAt the first step, it is assumed that a user who owns the
data hiding. Increasing the block size means reducing th@riginal image encrypts the image, using a secret key.
size of hidden data. Therefore, it is an important issue toNote that the encryption scheme should satisfy the
reduce the size of error-free data, for a given image. homomorphic property, that is, the result of an operation
In this paper, we propose a reversible data hidingin & cipher-text should be the same as the cipher-text of
scheme for encrypted images, by improving Zhang's andhe_ result of the same operation in the_ correspoqdmg
Honget al's schemes. We improve the previous schemegPlain-text. The well-known homomorphic encryption
in two aspects. First, only pixels over the lattice patternSchemes are synchronous stream ciphers. Even though
are able to change their values and they are divided intdhere exist other homomorphic encryption schemes, many
two subsets, as in Zhang's scheme for extracting hidde®f them are impracticall4,15,16,17]. The synchronous
bits, and reconstructing the original image. Half of the Stream ciphers exploit the XOR operation between a
pixels that are only over the lattice are selected, by usingiven message, and the same length of the secret key. This
a pseudo random number generator, and can be modifie¥ecret key is generated by a pseudo random number
to hide information. Among the five pixels generator. _ o _
(left/right/up/down/center), only the center pixel can be  After an encrypted image is given, the data hider
changed for hiding data. Using this, it is also possible to(@nother user) is able to hide the data into the encrypted
reduce the error probability in the reconstruction stageimage, due to the homomorphic property. For data hiding,
which utilizes the deviation between the spatial firstly the data hider divides the image pixels into blocks
correlation values. Second, we try to modify the Of & pixels for an integes, as presented in Fig. For
fluctuation function to extract more information, in order €very block of s* pixels in Fig. 2, only one bit of
to reduce error probability. information can be hidden. To hide a secure bit in the

The remainder of this paper is organized as follows:Plock, @ block with§* pixels is partitioned into two
In Section 2, the previous schemes are reviewed. ThersUPSets% and S, which can be constructed by random

Section 3 explains the proposed schemes. In Section /election of half of pixels in the block, by using a

the proposed scheme is analyzed, and finally the paper iBS€udo-random number generator with the data hiding
concluded in Section 5. key, as presented in the center and right parts of Figf.

the secret bit isi (i = 0 or 1), then the three least
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reconstruct target block

Adjacent Pixels can be used to

Adjacent Pixels can be used to
reconstruct target block

Fig. 2: An image which is possibly encrypted is partitioned into Already
sx shlocks. Each block will be used to contain one bit of hidden ‘ ‘ Rﬁcorrstqucqed ‘ ‘
information.

Fig. 4: Example of the side-match technique. The side pixels of
the left and bottom blocks are used to reconstruct the taigek

(center).
+
= s—1s-1
s x s blocks Randomly selected Randomly selected fZ — 22 ; ’ Puv — pU—lN + pU,V—l + pU-‘rl,V + pU,V+1 )
Set 0 Set 1 ’ 4
u=2v=
Fig. 3: Data embedding for encrypted images in Zhang and Hong 1)

etal’s schemes. The fluctuation function in X) accumulates the

differences between the center pixel and the average of

the four neighboring bits (up/down/left/right), except fo

the outermost pixels of the image. The fluctuation values

for Hp and H; are denoted adp and fi;. Then, the

hypothesis with a smaller value is considered as a correct

hypothesis. That is, if; < f1_j, theni is considered as a

hidden value. Finally, the original image can be
In Zhang's scheme, the encryption can be carried outecovered, by restoring the inverted bits.

both before and after data embedding, due to the

homomorphic property. However, the decryption should

be carried out before the reconstruction of the embedde® 2 Hong et al.’s Improvement: Side-Match

data, as it is unable to compute the correct spatial

correlation between adjacent pixels, due to thewhile the four borders of each block are not inverted, and

randomized pixels after the encryption. do not join the calculation of block smoothness in Zhang's

In order to reconstruct the hidden data, the dataScheme,Hongtal.proposed a data hiding scheme which
reconstructor should use the same data hiding key, t&an exploit the four border blocks of each blo€k Hong

obtain exactly the same subs&sandSy, after the image €t @l-changes the fluctuation function as
is decrypted. However, the data reconstructor cannot S ol
directly know the hidden information, even though he or fy = z |Puy — Puvial + z
she knows the data hiding key. Instead, he or she has to == ' e Rr=

estimate the hidden information. For the estimation of the 2
hidden data, he or she constructs two hypothesis groups

Ho and Hy, in which the three least significant bits of This fluctuation function accumulates differences
every pixel in§ (i = 0,1) are inverted. If a hidden bitis  between the center pixel and horizontal or vertical pixels.
then no pixel inH; is inverted (i.e., true hypothesis), while As in Zhang’s scheme, three LSB of pixels in the s&{s
every pixel inHyi_j is inverted (i.e., false hypothesis). andS; of each blocks are inverted, according to hidden
According to the hidden bit, one oHy or Hj is bits in the data embedding phase. For reconstruction, two
considered as correct. In order to decide a true hypothesisypothesis grougd, and H; are generated, in order to
the following fluctuation function is used to estimate the extract the hidden bit, and reconstruct the original images
spatial correlation values for pixels in each hypothesis. For each hypothesis groupsly and Hj, an initial

significant bits of every pixel in the subsgtare inverted,
while the pixels in the subs&;_; remain unchanged.

|Puy — Putyl-
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Fig. 5: Proposed lattice patterns. 5
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calculation to evaluate the fluctuation values denoted by s
f, and fy, is carried out using2). Then, the difference o000 : ps pA . pA A
Amn = |fH, — fh,| for m,n is calculated, and sorted in Size of Blocks

descending order. Then, the reconstruction process is
started, according to the order of the sorted valdgs.
For reconstructing each block, if there are already_. _ . .
reconstructed blocks among four surrounding blocks, sidefF'g.' 6. Performance comparison between previous schemes and
- . -~ Tattice with the fluctuation function by Zhang.
pixels in the other blocks are used to reconstruct the given
block. This is called the side-match technig@g Before
reconstruction, pixels in a block can have slightly
different information from the original image. Once
reconstruction is completed, if the block is correctly L = [I; ;] (0<1i,j <s— 1), where, for eves and Pattern 1
reconstructed, we have the exact information to be use@f odds,
for reconstructing adjacent blocks.
1, ifi=0mod2and =0 mod 2 or
lij= i=1mod2and =1 mod2

3 Improved Rever sible Data Hiding M ethod 0, otherwise
for Encrypted | mages and, for Pattern 2 of ods|
In this section, we propose an improved reversible data 1, ifi=0mod 2 and =1 mod 2 or

hiding scheme for encrypted images. Improvements take o o
place according to two points. Firstly, we confine pixels b= | =1 mod 2 ang =0 mod 2

that can be changed during the data embedding process in 0, otherwise

a specified location, called a lattice. Secondly, we modify ) ) )

the fluctuation function, to extract more information Then, let? be a matrix of pixels in &x sblock. Then, the

between the two hypothesis sets. pixels over the lattices can be represented by
B=T[bij]=PoL=[pijxlij ©)
3.1 Introduction of the Lattice where, 0< i,j < s—1 and o means the Hadamard
. product, element-wise product of matrices. Also, define
In the previous schemes by Zhang and Het@l, atthe  the complementary matrix ofB as C = [cij]

reconstruction stage, one is a true hypothesis, whosgg < i j < s— 1), thatis,

pixels are the same as the original image, and the other is

a false hypothesis, whose pixels have the three least B+C=PandBoC=0 (4)

significant bits (LSB) inverted. That is, all neighboring

pixels in the false hypothesis are changed, and thereforeyhere,0 means the all-zero matrix. That is Gf; is equal

for calculating fluctuation functions inl) or (2), the to the pixel located in coordinatg, j) in the given block,

comparative information with the center pixels does notc; j = 0 andci_1 j,Ci+1,,Gi j—1, andc; j.1 are equal to the

reflect the original image, but the fluctuated image fromcorresponding pixels in the block.

the embedding process. Before explaining the modified fluctuation function, it
The proposed lattice patterns are demonstrated ins worthwhile checking the effect of the lattice. Figs.

Fig. 5. As presented in Figh, depending on the sizes of and7 show the effect of directly introducing the lattice

blocks, the pattern can be divided into two types, for oddwhen we use the fluctuation function proposed by Zhang

and even patterns. Considering Figit is easy to see that for the original Zhang's scheme and side-match by Hong

the proposed lattices can be represented as a matrixet al, respectively. By introducing the lattice, it is
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Fig. 8. Example of lattice with the side-match technique.

Fig. 7. Performance comparison between previous schemes and
lattice with the fluctuation function by Horgf al.
The remaining question is which fluctuation function
should be used to reconstruct the embedded information,
Zhang'sin (), Honget al’s in (2), or another one.

possible to obtain better BER performance than in . ; ;
Zhang's scheme, and comparable BER performance téB.Z Modifying Fluctuation Functions

Hong et al’s side-maich technique, even though we do g 4 given pixel, we can use at least four adjacent pixels
not m_odn‘y the fluctuation function as ir¥] and [9] to (up, down, left, and right), to evaluate the spatial

optimize the BER performance. Note that the PSNR e gion, Therefore, we can categorize the possible
(Peak Signal-to-Noise Ratio) of the case of using thej,carmation from the four neighboring pixels, as follows

lattice is 40.9 dB, while that of the previous schemes is
37.9 dB, since only half of the pixels participate in the 1.Difference between a pixel and average of four
embedding process, due to the constraint of the lattice. neighbors|p; j — pHJ*pi’iflzp”lﬁpi’i“|

That is, the lattice shows almost the same BER 2 Difference between a pixel and up, down, left, or right
performance with better PSNR characteristics than that of  pixel, |pij — pi—1j|, |pi,j — Pi+1jl, [Pi,j — Pij-1/, or
Honget al’s scheme. Ipij — Pij+a ' ' '

3.Difference between a pixel and average of up-down
_ pi—l,j+pi+l,j|
- 2z

In Fig. 8, one reason for better performance with the ) i )
lattice pattern is demonstrated. For a given block (in this ~ Neighbors or left-right neighborsp; |
example, 6x 6 blocks), every side pixel is unchanged, or | pi,j —W|
even for pixels on edges of the block. For example, for
‘A, ‘B, ‘C’, and ‘D’ pixels, four neighbor pixels can be
unchanged, even if the pixels are not located in the sam
block. Therefore, it is always possible to compare the

center pixels with the pixels from original images. Note " h X
that one of the advantages of the proposed scheme is thffferences) will contribute the same values. For the
proposed lattice patterns, we can use every item of

it will show clear difference between true and false ! ; tonin 1), 2 d43) atth ?

hypotheses in a cartoon image with more flat color aregormationin ), 2), and 3) atthe Same time.

because every neighboring pixel is never changed, an% Let us briefly analyze the characteristics of the three
t

thus cartoon images also can be applied by the propose pes of differenges, as in the above list. Firstly, note tha
scheme 10] e first and third differences use the average values

around center pixels (possibly inverted for the three least

In contrast to this, not only in Zhang’s scheme, but significant bits). However, the second one directly uses
also in Honget al’s scheme, all neighboring and center the difference between the center pixel and its neighbor. It
pixels in false hypothesis have their lower three bitsis easy to see that if at a gradually varied area of the
inverted during the embedding process. This change caoriginal image, the average values contain proper
randomly cancel each other out, when the fluctuationinformation for the reconstruction, while at a drastically
functions in () or (2) accumulate differences between a varied area, the average values can show noisy
center and its neighbors. information for the reconstruction.

Zhang used the information 1j][as in (1), and Hong
gt al.proposed the sum of two differences in 2), down and
right pixels to fit their side-match scheme as &), (since
the left and right differences (also, the up and down

(@© 2015 NSP
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The main idea of improvement from the previous For an even block sizgin Fig. 5, the number of pixels on
schemes starts from the effort to maximize the utilizationne |attice is clearlyf, which is an even number.
of the neighbor pixels. In the stage of extracting hidden ko the data hiding, using the data hiding key, random
bits at the previous schemes, the difference between thg,mpers are generated using a pseudo-random number
spatial correlation values d¢i; andH; can be calculated generator; and based on the random numbers, (almost)
from the fluctuation function inl). Since this difference 5 of the pixels on the lattice are selected as Set 0, and
is not so high, the probability of error to extract hidden e remaining pixels are considered as Set 1. In particular,

bits from the original image is not small. To overcome it, since the number of pixels on the lattice for odd pattern 1

the following fluctuation function is used for the proposed is 0dd. we have to sele %1 pixels as Set 0, and the

scheme: T _ . o
s 1s1 remalnmgT+3 pixels are considered as Set 1. Similar to
Fo Ubi P j_1’ I ’bi G j+1’ Z.hang’s scheme, dependlng on .the hidden bit, some least
I;J; ' ’ ’ ' significant bits of every pixel in Set 0 or Set 1 are
modified.
+ ’bi,j —Git,j ’ + ’bm - Ci—l,j‘ Here, in contrast to previous schemes, we can modify

more than three bits in a small portion of pixels over the

+ ‘bi,j _ GG ZC"“DLC"JH‘ lattice, while maintaining the same PSNR, compared to
Gt Gt 1 G i1 4G | previous schemes. Since a lesser number of pixels is
+min{’bi7j_w , bi,j—M’H changed, and thus the proposed scheme has a larger
2 2 PSNR than that of the previous schemes due to the lattice,

%) we have room to insert more information into the

. . encrypted images.
}N:h%r?oBria:n(iE f)ri_diﬁpoeg }n<$)sﬁn1d) (@o)r CI;ljc))tgr;h&tX;?Sr Generally, in order to hide a bit of data, the center

; ; - - Pt L pixel is bitwise exclusive-ORed by a pre-specified
I(;] Eg? jnilgsh_bcl);mg’_lffzéoi ri|g<hts)Eligzlzz.rzu;r)nlaarrley,g&;ls intensity valuel. Otherwise, the center pixel is added by
in the neighborind, up (o_r do_wn) blocks. fherefore, while the pre-specified intensity valiieas follows:

in the same block, left and right differences (the first and ,

second terms ing)) have the same values, in the edges of Pij=Pij @] (6)
the blocks, the values can be different, and for this reason,

we will use both left and right differences. This is similar Where,& is the bitwise XOR. Note that if =7, then itis
to up and down differences. the same as Zhang's proposition, except that only pixels in

In addition, note that the pixels in the other blocks are the lattice can be changed. Increasing the interisityl
never in the lattice, as depicted in F&.Therefore, we do  |€@d to reducing BER, at the cost of reducing PSNR for
not need to carry out the initial calculation, for the @ 9ivenimage. In the proposed scheme, we will consider

difference A, between fluctuation values and sorting ONly! =7 orl = 15.
results of the initial calculation as in Horg al’'s scheme
[9].
3.4 Reconstruction of Hidden Data

3.3 Refined Data Hiding Method ,
In order to reconstruct hidden data, a user should use the

The proposed reversible data hiding for encrypted imagesame data hiding key to generate the same suBsetsd
is based on the lattice pattern as shown in FigThe  Si. Then, two hypothesis setdy andH; are generated,
block size can be either even or odd. For odd block size Where forHi, every pixel in§ is changed, and the other
there are two distinct patterns, which should be Pixels do not change. Then, using the fluctuation function
alternately used for each consecutive block, so as tglefined in ), the fluctuation valuesp and f;, which
ensure that surrounding pixels of the center pixels arecorrespond tdp andH; are calculated, respectively.
always unchanged. In contrast to this, for even size, only If fi < f1_j, theni is considered as the hidden data.
one pattern is enough to ensure the surrounding pixels oFor pixels in the four edges of blocks, the side-match
the center pixels are always unchanged. technique is also used to evaluate the corresponding
The proposed scheme allows only pixels on thefluctuation function. However, note that because of the
specified lattice to be possibly changed, when the datdattice structure presented in Fig. the initial calculation
embedding process is carried out. The number of pixelf fluctuation function and sorting in descending order, as
on the lattice can be determined for a given block size in Hong et al's scheme is no longer necessary. We can
For odd Pattern 1 or Pattern 2 in Fig, the number of directly use adjacent pixels to evaluate the corresponding

pixels on the lattices is given éérl, which is an odd fluctuation values, without worrying about the correctness

o , of values.
number, or#, which is an even number, respectively.
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Table 1: Portion of pixels to usé = 15 to meet overall PSNR
37.9 dB for odd block sizs.

S Pattern 1 Pattern 2
X # of pixels X # of pixels
7 | 0.293 3 0.345 4
. . . 9 | 0.307 6 0.339 6
Fig. 9: Samples images: Lena, Baboon, Sailboat, and Peppers 11 | 0.315 9 0.336 10
from left. 13 | 0.319 13 0.335 14
15| 0.322 18 0.334 18
17 | 0.324 23 0.333 23
19 | 0.325 29 0.333 29
4 Performance Analysis 2110326] 35 ]0332) 36
4.1 PSNR of the Proposed Scheme e
. —#— Lena: Zhang
The PSNRs of the proposed scheme are calculated in this 0 %Eb f;‘ié?ﬁ"?““
subsection. As the pixels to be changed will be influenced 014 - Babioon L-a“:e
by the amount of intensity value the energy of average o2 Y ¢ Saiboatznang
error can be calculated ag|[ z 5 Sailboat:Lattce
.. 0.10 —@— Peppers: Zhang
E o 5§ T beppas: Lation
E_ 21, ifl=7 =008 < —
~ 185 ifl=15 Foos ~
0.04 A= L L=
In the scheme using the proposed lattice, for cddt - B e e N
least(s? + 3)/4 or (s> — 1)/4 pixels are changed among — ! e —
& pixels. Thus, the PSNR can be calculated, as follows: 8 10 12 14 16 18 20
Size of Blocks
PSNR= 10log, 4~X 2555 Fig. 10. Comparison of BER performance for all images.
E(+3)
—54.15dB+ 1010 ( s ) 10log E (7)
=% Yo 213 Yo o | |
or 7l‘7 Lena: Z‘hang
—eo— Lena: Sidelzmatch
4x 255252 . —A— Lena: Lattice
PSNR=10log g =—— h
GoE@ 1) i3

= 54.15dB+ 10log;, (Szi_l) —10log,E (8)

where,E is the energy of average error when we use both
| =7 andl = 15 at the same time, which is given as

Bit Error Rate

m
A

E=21x(1—x)+85xXx (9) e

8 10 12 16 18 20

14
. . . . Si f Block:
where,x is the portion of pixels over the lattices that use e oTEees

| = 15 for data embedding. For evens’/4 pixels are  Fig. 11: Comparison of BER performance in log scale for Lena.
changed amongf pixels. Thus, the PSNR can be given as

PSNR= 10|ogm%

—=54.15dB— 1o|oglo|§, (10) and in turn,E = 4217 = 64x+ 21. Thus, the portion is
given asx = 0.33. For odds, from (7) and @), depending
To meet the same PSNR 37.9 dB of the previouson s, for Pattern 1x ranges over 0.293 to 0.326; and for
schemes, we can determine the portipthe ratio of the  Pattern 2xranges over 0.345t0 0.332 fress:= 7 tos= 21,
number of blocks using = 15 over the total number of as presented in Table The selection of pixels for =

blocks in Set 0 or Set 1. For evenfrom (10), we have 15 instead ol = 7 can be carried out by using the same
~ pseudo-random number generator for separation of Set 0
PSNR=54.15—-10log,oE =37.9 and Set 1 in the embedding process.
(@© 2015 NSP
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01 T 0.01 '\ —a— Peppers: Zhang 1
T —e— Peppers: Sidematch
= . ;
— g = —A— Peppers: Lattice
I \\\:k
®. .
£o.01 21E-3
=
g E
- 13
: :
= =
3 2
1E-3 1E-4

—&— Baboon: Zhang

—e— Baboon: Sidematch|

—A— Baboon: Lattice

T T T T
8 10 12 14 16 18 20 8 10 12 14 16 18 20
Size of Blocks Size of Blocks

Fig. 122 Comparison of BER performance in log scale for Fig. 14: Comparison of BER performance in log scale for
Baboon. Peppers.

T T T T T
—a— Sailboat:Zhang

e ch means that the block size can be smaller than the others,
S —4 Sailboat: Lattice for the use of reversible data hiding.

0.1 B, Except for Sailboat, the proposed scheme shows
better BER performance than the previous schemes by
Zhang and Hongt al.. For the case of Sailboat, the BER
performance is almost matched. However, considering the
simplified reconstruction in the proposed scheme, the
proposed scheme still has an advantage over the previous
scheme.

m
&

Bit Error Rate

1E-4

8 9 10 1" 12 13 14 15 16 17 18 19 20
Size of Blocks

5 Conclusions

Fig. 13: Comparison of BER performance in log scale for

Sailboat. In this paper, we proposed a reversible data hiding scheme,
with lower error probability than the previous scheme. In
the proposed scheme, the encrypted image can be obtained
without any distortion after the hidden data is succesgfull

. extracted.
4.2 Comparison of BER Performance We proposed a new reversible data hiding scheme for

encrypted images, which is improved over Zhang’s and

In order to compare the BER performance of the Hong et al’s schemes in two points: introducing the

proposed scheme and previous schemes, we use 4 samﬁ‘?étice* and modifying the fluctuation function. Because

images, as in Figd: Lena, Baboon, Sailboat, and Peppers, of th.e Iattic_e structure, we can s_implify the reconstruttio
whose sizes are 532512. For fair comparison, we try to  Of hidden information. That is, in the proposed scheme,
keep the same PSNR, 37.9 dB for every scheme. That igh€ initial calculation and sorting process are not
for the proposed schemes, we use Hoth7 andl = 15. necessary contrary to Homg al’s scheme. In the_ .res.ults,
The number of pixels that use= 15 is 33% ofs?/4 it is also pgssmle to reduce t'he error propaplllty in the
pixels, and they are randomly selected. The overall result§€construction stage, which utilizes the deviation betwee
are presented in FiglO. Except for Baboon, the BER the spatial correlation values.

performance for all the other images converges to zero

with a certain length of block size. In order to distinguish

their performance, we present four results of BERAcknowledgements

performance in log scale, as in Figd—14. The results in
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