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Abstract: Finite field inversion is considered a very time-consuming operation in scalar multiplication required in elliptic curve cryptosystems. A fast inversion algorithm in binary extension fields using normal basis representation is proposed. It is based on Fermat’s theorem. Compared to existing similar methods, it is shown that for a given extension degree m of the concerned field the proposed algorithm requires as few as or fewer multiplications than any other similar algorithm in the literature.
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1 Introduction

Elliptic curve cryptography (ECC) is one of the most popular public key cryptography technologies used today [1,2]. Finite field inversion generally regarded as probably the most time-consuming operation in computations involved in many elliptic curve cryptosystems [3,4]. Thus, the motivation behind our work is to accelerate the runtime of such cryptosystems using affine coordinates through fast inverse computation.

Finite field inversion can be solved with extended Euclidean algorithm or exponentiation with a constant exponent. The latter solution also referred to as Fermat’s Little Theorem (FLT) based method. Extended Euclidean algorithm method considered not efficient in hardware implementation, since the number of computation steps varies significantly for different input and few variables must be stored throughout the computation. In FLT based method, an inverse can be computed with a series of squarings and multiplications [5,6].

Adoption of binary extension field with normal basis renders field squaring a free runtime operation, and inversion complexity (inversion cost) can be effectively measured as the number of required multiplications. In this paper, we will focus on FLT based method for solving an inverse. For a nonzero element \( \alpha \in GF(2^m) \), its inverse can be given by

\[
\alpha^{-1} = \alpha^{2^m - 2} = \alpha^{2^1} \times \alpha^{2^2} \times \cdots \times \alpha^{2^{m-1}}. \tag{1}
\]

Inverse calculation without any attempt to modify (1) requires \((m - 2)\) multiplications and \((m - 1)\) squarings. Wang et al. implemented (1) in very large scale integration (VLSI) technology and reported their work in [7]. Itoh and Tsujii proposed an efficient inversion method with significantly reduced complexity by cleverly modifying (1). Their algorithm has inversion cost of \(\ell (m - 1) + hw(m - 1) - 2\) normal basis multiplications in \(GF(2^m)\), where \(\ell(x)\) is the binary length of \(x\) and \(hw(x)\) is the Hamming weight of the binary \(x\). Their algorithm, referred to as CEA [8], will be given a more detailed review in Section III. Chang et al. considered cases where \((m - 1)\) can be factorized into two nontrivial divisors \((m - 1 = x \times y)\) and proposed an algorithm, referred to as CEA [9], whose inversion cost is \([(\ell(x) + hw(x) - 2) + (\ell(y) + hw(y) - 2)]\). Takagi et al. proposed an improved version algorithm of CEA algorithm by allowing decomposition of \((m - 1)\) into several factors plus a small remainder \((m - 1 = \prod_{i=1}^{k} r_i + h)\). Their algorithm, referred to as
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TYT [10], requires \( \left[ \sum_{i=1}^{k} (\ell(r_i) + hw(r_i) - 2) + h \right] \) normal basis multiplications in \( GF(2^m) \) to solve an inverse. Recently, Li et al. made incremental improvement on TYT and reduced inversion cost to \( \left[ \sum_{i=1}^{k} (\ell(r_i) + hw(r_i) - 2) + hw(h) \right] \) normal basis multiplications in \( GF(2^m) \). Their inversion algorithm referred to as LCA [11] in the rest of the paper. In summary, the problem of efficient computation of inversion with FLT method is to find a shortest addition chain (SAC) to reach the constant exponent [12].

In this paper, a new algorithm to solve inverse in \( GF(2^m) \) using normal basis is presented. It is an incremental improvement on TYT and LCA algorithms. Given \( (m - 1) = \prod_{i=1}^{k} r_i + h \), our proposed algorithm has inversion cost of \( \left[ \sum_{i=1}^{k} (\ell(r_i) + hw(r_i) - 2) + 1 \right] \). Note that it is more flexible to choose \( h \) in the proposed method, rather than restriction of \( h \) to be one in TYT algorithm and to be the least \( hw(h) \) in LCA algorithm. The main idea is to decompose \( (m - 1) \) into several factors plus a remainder \( h \) and restrict \( h \) to belong to the SAC of any factor in \( (m - 1) \). Therefore, all multiplications relevant to remainder \( h \) are saved, thus, more reductions in the required multiplications for inversion can be achieved.

Given \( m \) of \( GF(2^m) \) recommended either for governmental or personal use of ECC, we will show that inversion cost of our method is always as few or fewer than other methods mentioned above. For example, when \( m = 216 \) it requires 10 multiplications for inversion using our proposed algorithm, while it needs 11 multiplications for inversion with TYT and LCA algorithms, and it needs 12 multiplications for inversion with ITA algorithm.

The rest of the paper is organized as follows: A preliminary mathematics of finite fields is reviewed in Section 2. The relevant field inversion algorithms are previewed in Section 3. Our proposed inversion algorithm is presented in detail in Section 4. Comparison tables and the achieved results are provided in Section 5. Finally, conclusions are drawn in Section 6.

## 2 Mathematical Preliminaries

### 2.1 Finite field \( GF(2^m) \) and normal basis

A field \( F \) is a commutative ring whose nonzero elements form a group under multiplication. Thus, every nonzero field element \( \alpha \in F \) has a corresponding multiplicative inverse element \( \alpha^{-1} \in F \). A finite field \( GF(2^m) \) is a field containing \( 2^m \) elements that has characteristic of two.

A basis of \( GF(2^m) \) over \( GF(2) \) of the form \( \{ \theta^0, \theta^1, \ldots, \theta^{2^m-2}, \theta^{2^m-1} \} \), where \( \theta \in GF(2^m) \) is suitable field element, is called a normal basis (NB) of \( GF(2^m) \) over \( GF(2) \) [13]. It is known that there always exists an NB for \( GF(2^m) \) over \( GF(2) \) for any value of \( m \geq 1 \) [1].

Any given field element \( \alpha \in GF(2^m) \) can be represented with respect to the NB as follows

\[
\alpha = a_0 \theta^0 + a_1 \theta^1 + \cdots + a_{m-2} \theta^{2^{m-2}} + a_{m-1} \theta^{2^m-1},
\]

where \( a_i \in \{0, 1\} \) for \( i = 0, 1, \ldots, m - 1 \). Using NB, \( \alpha \) can also be given by a binary vector

\[
\alpha = (a_0 a_1 \cdots a_{m-2} a_{m-1}).
\]  

For two arbitrary elements \( \alpha, \beta \in GF(2^m) \), we have \( (\alpha + \beta)^2 = \alpha^2 + \beta^2 \), since the characteristic for \( GF(2^m) \) is two and the term \( 2 \alpha \beta = 0 \). As mentioned above, nonzero elements in \( GF(2^m) \) form cyclic group under multiplication with group order \( |GF(2^m)| = 2^m - 1 \).

Therefore, given \( \alpha \in GF(2^m) \), we have \( \alpha^{2^m-1} = 1 \) and \( \alpha^{2^m} = \alpha \). Thus, field squaring of \( \alpha \) w.r.t. NB can be obtained as follows:

\[
\alpha^2 = \left[ \sum_{i=0}^{m-1} a_i \theta^i \right]^2 = \sum_{i=0}^{m-1} a_i \theta^{2i} = \sum_{i=0}^{m-1} a_{((i-1) \mod m)} \theta^{2i} = (a_{m-1} a_0 a_1 \cdots a_{m-3} a_{m-2}),
\]

where the subscript \( (i-1) \mod m \) is defined as \([i-1] \mod m \]. Comparing (3) to (2), \( \alpha^2 \) can be obtained from cyclic shifting to the right the coefficients of \( \alpha \). Furthermore, the operation of \( \alpha^{2^l} \) w.r.t. NB can be realized with \( l \)-bit right cyclic-shifts.

Based on above discussion \( \alpha^{-1} = \alpha^{2^m-2} \). Knowing that

\[
2^m - 2 = 2^1 + 2^2 + \cdots + 2^{m-2} + 2^{m-1},
\]

then \( \alpha^{-1} \) can be given by

\[
\alpha^{-1} = \alpha^{2^m-2} = \alpha^{2^1+2^2+\cdots+2^{m-2}+2^{m-1}} = \alpha^{2^1} \times \alpha^{2^2} \times \cdots \times \alpha^{2^{m-2}} \times \alpha^{2^{m-1}}.
\]

It can be clearly seen from (4) that inversion requires \( (m - 2) \) multiplications and \( (m - 1) \) squarings. Given that squaring is a free runtime operation when using NB, inversion operation needs only \( (m - 2) \) NB multiplications in \( GF(2^m) \).

### 2.2 Addition chains

An addition chain for a positive integer \( r \), denoted as \( C_r \), is a chain (sequence) of elements (integers) of length \( l \), with the property that \( r \) (the last chain-element) is given by gradual addition of previous chain-elements. When \( r \) is small enough, such as the factors in \( (m - 1) \), the chain is referred to as the shortest addition chain (SAC). This because the chain is a priori known and has the minimal chain-length. Given \( r \), then

\[
C_r = (c_0, c_1, \ldots, c_{l-1}, c_l),
\]
with \( c_0 = 1, \ c_1 = r \) and the governing rule \( c_i = c_{i-1} + c_{i-2} \), for \((0 \leq i, i_1, i_2 \leq l)\) and \((i > i_1, i_2)\). \( C_r \) is associated with another sequence of integer pairs, where each pair is representing the \( i^{th} \) subsequent chain-element \( c_i \) in \( C_r \) and is given by

\[
A_r = \{(c_{i_1}, c_{i_2}) \mid 0 \leq i_1, i_2 \leq l - 1\}.
\]

Assume \( r = 18 \), then

\[
C_{18} = \{(1, 2, 4, 8, 16, 18),
\]

associated with the sequence of integer-pairs

\[
A_{18} = \{(1, 1), (2, 2), (4, 4), (8, 8), (16, 2)\},
\]

following the governing rule \( c_i = c_{i-1} + c_{i-2} = 2c_{i-1} \) for \( i \in \{1, 2, 3, 4\} \), except for \( i = 5 \), where \( c_5 = c_4 + c_1 \). Another chain for \( r = 18 \) is given by

\[
C_{18} = \{(1, 2, 3, 6, 12, 18),
\]

associated with the sequence of integer-pairs

\[
A_{18} = \{(1, 1), (2, 1), (3, 3), (6, 6), (12, 6)\},
\]

following the governing rule \( c_i = c_{i-1} + c_{i-2} = 2c_{i-1} \) for \( i \in \{1, 2, 3, 4\} \), and \( c_i = c_{i-1} + c_{i-2} \) for \( i \in \{2, 5\} \). Note that both chains are the shortest addition chains (SACs) for \( r = 18 \). There are different SACs for \( r \) of same length.

Addition chains are useful in computing terms of the form \((\alpha^{2^2-1})\) with fewest possible multiplications, given that \( \alpha \in GF(2^m) \) and \( r \) is small positive integer. Such terms assist in inverse computation in \( GF(2^m) \). When we get to introduce our decomposition method in section IV, \( r \) can be equal to either \((m - 1)\) or any factor of it as long as \( h \in C \). In that section, by means of an example we will also show how such computations are performed.

### 3 A Review of FLT based Inversion Algorithms in \( GF(2^m) \) Using NB

With FLT based inversion algorithms given in (1), an inverse in \( GF(2^m) \) can be generated in \((m - 2)\) multiplication operations. Itoh and Tsujii proposed an algorithm that significantly reduces the number of required multiplications for inversion [8]. Their method can be described as follows.

Note that \( 2^{m-2} - 2 = 2^{m-1} - 1 \) and write \( m - 1 \) as a \( q \)-bit binary number \((m_q, m_{q-2}, \ldots, m_1, m_0)\) with the MSB \( m_{q-1} = 1 \), then

\[
2^{m-1} - 1 = 2^{m_q, m_{q-2}, \ldots, m_1, m_0} - 1. \tag{5}
\]

Note that

\[
2^{(m_j, \ldots, m_0)} - 1 = (2^{m_{j/2}} - 1)2^{(m_{j-1}, \ldots, m_0)} + 2^{(m_{j-1}, \ldots, m_0)} - 1. \tag{6}
\]

Applying (6) to (5) repeatedly with \( j = q - 1, q - 2, \ldots, 1 \), it follows

\[
2^{m-1} - 1 = (2^{m_{q-1}2^{q-1} - 1} - 1)2^{(m_{q-2}, \ldots, m_0)} + \ldots
\]

\[
(2^{m_{j-1}2^{j-2} - 1}2^{(m_{j-2}, \ldots, m_0)} + (2^{m_{j-1}} - 1)2^{m_0} + (2^{m_0} - 1). \tag{7}
\]

Write

\[
(2^{m_{j/2}} - 1) = m_j(2^{j/1} + 1)(2^{j/1} - 1)
\]

\[
= m_j(2^{j/1} + 1)(2^{j/2} + 1)\ldots (2^{m_{j}} + 1)(2^{m_{j}} - 1)
\]

\[
= m_j(2^{j/1} + 1)(2^{j/2} + 1)\ldots (2^{m_{j}} + 1). \tag{8}
\]

Substitute \((2^{m_{j/2}} - 1), j = q - 1, q - 2, \ldots, 1, \) in (7) with (8). Note that \((2^{m_0} - 1) = m_0 \) and \( m_{q-1} = 1, \) thus we have

\[
2^{m-1} - 1 = (\ldots ((1 + 2^{m_2})2^{m_{q-2}} - 1)\ldots
\]

\[
(1 + 2^{m_3}2^{m_{q-3}} + \ldots + m_1)(1 + 2^{m_2}2^{m_{q-2}} + m_0).
\]

Therefore, the inverse of \( \alpha \in GF^x(2^m) \) using ITA expression is given by

\[
\alpha^{-1} = \left((\ldots (((\alpha^{1+2^{m_2}}2^{m_{q-2}} - 1)^{1+2^{m_3}}2^{m_{q-3}} - 1)\ldots
\right.
\]

\[
\ldots \alpha^{m_1}2^{0}2^{m_0} - 1)2^{m_0} \tag{9}
\]

The number of multiplication operations involved in (9) is the sum of the following two parts: i) the number of ‘+’ signs in any exponent, and ii) the number of ‘×’ signs. The the number of ‘+’ signs in (9) is \( q - 1 + \ell(m - 1) - 1 \). The number of ‘×’ signs depends on whether or not \( m_j \) is equal to one for \( j = 0, 1, \ldots, q - 2 \). This because \( \alpha^{m_j} = 1 \) if \( m_j = 0 \) and the sign ‘×’ immediately preceding \( \alpha^{m_j} (= 1) \) can be saved. Note that \( m_{q-1} = 1, \) thus part ii) is \( \ell(m - 1) - 1 \). Therefore, inversion cost in (9) is given by \( \ell(m - 1) + \ell(m - 1) - 2 \). ITA inversion algorithm was derived based on previous discussion (Algorithm 1).

Feng [14] proposed an inversion algorithm with inversion cost similar to that of ITA algorithm, except that it relies on field multiplications and square-roots (left cyclic-shifts in NB) to computer inversion. The algorithm is highly regular and modular, thus, is suitable for VLSI implementation as claimed by the author.

Chang et al. improved ITA algorithm for cases in which \((m - 1)\) can be factorized into two non-trivial divisors [9]. Their method can be described as follows. Given \( m - 1 = x \times y \), we have
Algorithm 1: ITA Inversion Algorithm in $GF(2^m)$ [8]

Input: $\alpha \in GF^*(2^m)$, and $m - 1 = (1_{m-2} \cdots m_0)_2$.
Output: $\delta = \alpha^{2^m-2} = \alpha^{-1} \in GF(2^m)$
Initialization: $\delta := \alpha$.
for $i := q - 2$ to 0 do
  $\delta := \delta 	imes \delta^{2^i}$;
  if $m_i = 1$ then
    $\delta := \alpha \times \delta^{2^i}$;
  end if
end for
$\delta := \delta^{2^2}$;
return $\delta$.

$$2^{m-1} - 1 = 2^m - 1$$
$$= (2^1)^{2^{m-1} - 1} + (2^2)^{2^{m-2} - 1} + \cdots + (2^m)^{2^0} - 1.$$

Therefore, $\alpha^{-1}$ using CEA expression is given by

$$\alpha^{-1} = \alpha^{2^{m-1} - 1} = \left(\alpha^{2^i-1}(2^i)^{2^{m-1} - 1} + (2^{i+1})^{2^{m-2} - 1} + \cdots + (2^m)^{2^0} - 1\right)^2.$$

Assume that $\delta = (\alpha^{2^i-1})$ has been computed with ITA algorithm by setting the inputs as $\alpha$ and $m - 1 = x$. Thus it requires $[\ell(x) + hw(x) - 2]$ multiplications. Let $y$ be represented by $r$-bit binary number $y = (1y_{r-2} \cdots y_0)_2$. By following similar procedure to that in (9), the number of multiplication operations involved is given by $[\ell(y) + hw(y) - 2]$. Therefore, inversion cost of this improved algorithm is given by

$$[\ell(x) + hw(x) - 2] + [\ell(y) + hw(y) - 2]. \quad (10)$$

Note that this improvement is not applicable when $(m - 1)$ is prime.

TYT algorithm proposed by Takagi et al. is a further improvement on ITA and the method of Chang et al in two aspects [10]. First TYT allows $(m - 1)$ to be a prime by factorizing $(m - 1 - h)$, where $h$ restricted to small value, rather than $(m - 1)$. Secondly, TYT permits more than two divisors, as long as an optimal decomposition [10] is obtained. Their method can be described as follows.

Assume $(m - 1)$ can be decomposed into $(m - 1) = \prod_{j=1}^{k} r_j + h$, i.e., several factors plus a small remainder $h$. Write $2^{m-2} = 2^{m-1} - 2^{m-2} + \cdots + 2^{m-h} + 2^{m-h} - 2$, then $\alpha^{-1}$ using TYT expression is given by

$$\alpha^{-1} = \alpha^{2^{m-1} - 1} \times \alpha^{2^{m-2} - 1} \cdots \alpha^{2^{m-h} - 1} \times (\alpha^{2^{m-h} - 1})^2. \quad (11)$$

The last term $(\alpha^{2^{m-h} - 1})^2 = \alpha^{2^{1} \times 2^{1} \times \cdots 2^{2^{h-1} - 1} - 1}$ in (11) can be computed by applying Chang et al’s method recursively: First let $x = r_1 \times \cdots \times r_{k-1}$, $y = r_k$, and $\delta = \alpha^{2^{k-1} - 1}$. Based on (9) it requires $[\ell(r_k) + hw(r_k) - 2]$ multiplications. Secondly, let $x = r_1 \times \cdots \times r_{k-2}$, $y = r_{k-1}$, and $\delta = \alpha^{2^{k-2} - 1}$ to compute $\alpha^{2^{1} \times 2^{1} \times \cdots 2^{2^{h-1} - 1} - 1}$, which requires $[\ell(r_{k-1}) + hw(r_{k-1}) - 2]$ multiplications, etc.

Finally, computation of $\alpha^{2^{m-h} - 1}$ using ITA or (9) requires $[\ell(r_1) + hw(r_1) - 2]$ multiplications. Therefore, inversion cost of TYT algorithm is given by

$$\sum_{j=1}^{k} [\ell(r_j) + hw(r_j) - 2] + h.$$

Note that $h$ is always restricted to value of 1 as claimed by the authors.

LCA algorithm proposed by Li et al. is a further improvement on TYT algorithm in one aspect [11]. It reuses some intermediate results to save $\ell(h)$ multiplications while keeping $hw(h)$ small in $(m - 1) = \prod_{j=1}^{k} r_j + h$. Compared to TYT method, Li et al’s method allows $h$ to be larger than 1 as long as reuse is applicable and $hw(h)$ can be kept minimal. As a result, Li’s method gives more flexibility in decomposing $(m - 1)$. Instead of (11), $\alpha^{-1}$ using LCA expression is given by

$$\alpha^{-1} = \alpha^{2^{m-h} - 1} \times (\alpha^{2^{m-h} - 1})^2$$
$$= \alpha^{2^{m-h} - 1} \times \alpha^{2^{m-h} - 1} \times (\alpha^{2^{m-h} - 1})^2.$$

It is shown in LCA algorithm that it takes only $hw(h)$ multiplications to compute the underbraced term in (12), provided that $h$ and $r_i$ are properly chosen, and certain intermediate results from other terms can be reused in computing the term $(\alpha^{2^{m-h} - 1})^2$. Therefore, inversion cost of LCA algorithm is given by

$$\sum_{j=1}^{k} [\ell(r_j) + hw(r_j) - 2] + hw(h).$$

Note that $h$ is always restricted to minimum $hw(h)$ as claimed by the authors.

4 Proposed Inversion Algorithm

While inversion cost of TYT algorithm depends on value of $h$, inversion cost of LCA algorithm depends on Hamming weight of $h$. In the rest of this section, we will propose a new method to compute $\alpha^{-1} \in GF(2^m)$. In this method, inversion cost is neither dependent on $h$ nor Hamming weight of $h$. Thus, more flexible choices for $h$ value are available.
Theorem 1 Given \((m - 1) = \prod_{j=1}^{k} r_j + h\) with \(h\) properly chosen to belong to \(C_r\) (shortest addition chain of factor \(r_j\)), \(\alpha^{-1}\) for a nonzero \(\alpha \in GF(2^m)\) can be computed with inversion cost bounded above by

\[
\sum_{j=1}^{k} \left[ \ell(r_j) + hw(r_j) - 2 \right] + 1. \tag{13}
\]

Proof. Given \((m - 1)\) as in Theorem 1, then

\[
\alpha^{-1} = \alpha^{2m-2} = \left( \alpha^{-2m-1} \right)^2 = \left( (\alpha^{21x^j-x^{(j+b)}})^2 \times (\alpha^{2b-1}) \right)^2 = \left( \left( (\alpha^{21-1})^{c_2} \times (\alpha^{2b-1}) \right)^2, \right.
\]

given that

\[
e = \left( \left( (21)^{2-1} + \ldots + 1 \right) \left( (21)^{x^j-x^{(j+b)}} \right) \right)^{r_k-1 + \ldots + 1} \tag{14}
\]

Knowing that \(\alpha^2\) powers are simply \(i\)-bit right cyclic-shifts, i.e., free runtime operations. Thus, inverse expression in (14) can be reduced to the following

\[
\alpha^{-1} = \left[ (\alpha^{-21-1})^{c_2} \times (\alpha^{2b-1}) \right]. \tag{15}
\]

Let us now forget about the computational cost of the term \((\alpha^{21-1})\) (we return to it before ending the proof), the computational cost required for using exponent \(e\) in (15) is given by

\[
\sum_{j=2}^{k} \left[ \ell(r_j) + hw(r_j) - 2 \right], \tag{16}
\]

and its detailed steps are given as follows. Firstly, computational cost of

\[
(\alpha^{21x^{j-2}})^2 \ldots (21^{y^{2b-1}}) = (\alpha^{21x^{j-2}})
\]

is \([\ell(r_2) + hw(r_2) - 2]\) multiplications. Secondly, computational cost of

\[
(\alpha^{21x^{j-2}})^2 \ldots (21^{y^{2b-1}}) = (\alpha^{21x^{j-3}})
\]

is \([\ell(r_3) + hw(r_3) - 2]\) multiplications. Finally, computational cost of

\[
(\alpha^{21x^{j-2}})^2 \ldots (21^{y^{2b-1}}) = (\alpha^{21x^{j-4}})
\]

is \([\ell(r_k) + hw(r_k) - 2]\) multiplications. Thus, computational cost relevant to all factors in \((m - 1)\), except for \(r_1\), is exactly as given in (16) above. By returning to the term \((\alpha^{21-1})\), its computational cost can be given as follows. Let the SAC for \(r_1\) be given by

\[
C_{r_1} = \{c_0, c_1, c_2, c_3\},
\]

where \(c_0 = 1\) and \(c_3 = r_1\). In addition, let the associated sequence of integer pairs of \(C_{r_1}\) be given by

\[
A_{r_1} = \{(c_0, c_1), (c_1, c_2), (c_2, c_3)\},
\]

using the addition rule \(c_i = c_{i-1} + c_{i-1}\) for \(i \in \{1, 2, 3\}\). Then, it follows that \((\alpha^{21-1}) = (\alpha^{21-1})\) is computed as follows

\[
(\alpha^{21-1})^{20} \times (\alpha^{21-1}) = (\alpha^{21-1}) \cdot (\alpha^{21-1}) = (\alpha^{21-1})
\]

Let us assign integer values for \(C_{r_1}\) elements while satisfying the addition rule of \(A_{r_1}\), i.e., let \(c_0 = 1, c_1 = 2, c_2 = 4, c_3 = r_1 = 8\) such that \(C_{r_1} = C_8 = \{1, 2, 4, 8\}\), then \(\ell(r_1) + hw(r_1) - 2 = [\ell(8) + hw(8) - 2] = 3\). This result exactly equal the number of multiplications necessary to compute the term \((\alpha^{21-1}) = (\alpha^{21-1})\), as evident from (17) above. In other words, 3 is equal to the length of \(C_{r_1} = C_8\), which represents the number of commas separating its elements. Note that previous discussion is valid for any choice of \(r_1\) and its associated SAC. Thus, computational cost of the term \((\alpha^{21-1})\) is given by

\[
\sum_{j=2}^{k} \left[ \ell(r_j) + hw(r_j) - 2 \right], \tag{18}
\]

multiplications. Notice that if \(h = c_i\) for \(i \in \{0, 1, 2, 3\}\), then \((\alpha^{21-1}) = (\alpha^{21-1})\) is an intermediate result, as evident from (17) above. Thus, all computational cost of the term \((\alpha^{21-1})\) is saved. Extra multiplication is required to combine the terms in (15) above. When added to other costs given in (16) and (18), the inversion cost of our proposed algorithm is exactly as given in Theorem 1 above.

In the following, by means of an example we introduce our proposed algorithms. Consider \(GF(2^{216})\) and assume that \(m = 216\) is already passed to our proposed decomposition algorithm (Algorithm 2). Given that \(r_1\) is a small factor, the SAC and the sequence of integer pairs of \(r_1\) are assumed already available and accessible. Given that \(m = 216\) and a nonzero field element \(\alpha \in GF(2^{216})\) in which its inverse \(\alpha^{-1}\) is required, then

\[
DecomExtn(216) = (13, 4, 7) \text{ and } (m - 1) = 13 \times 16 + 7.
\]
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Algorithm 2 DecomExt(m) Algorithm in GF(2^m)
Input: extension degree m
Output: (m − 1) = r_1 × n + h given as (r_1, n, h)
Initial: t := (m − 1), l := √t, j := 0;
if t is odd: S ← S_0 = {1, 3, 5, ... , l := [1]}, [l] if t even;
for all i in the selected S do
R := t − i;
while (R 2^k and 2|R and [R/2] ≥ i) do
R := (R/2), j := j + 1;
end while
end for
find (R, j, S(i)) with i ∈ C_R and largest j;
return (r_1 := R, n := 2^j, h := S(i))

Thus r_1 = 13, n = 16 and h = 7. The SAC for r_1 = 13, C_13 = {1, 2, 3, 6, 7, 13}. Given that α, C_13, A_r_1, and h are passed as inputs to our proposed chain-inverse algorithm (Algorithm 3), the resulting output is (α^{2^{13}−1}), which requires [ℓ(r_1) + hw(r_1) − 2] = [ℓ(13) + hw(13) − 2] = 5 GF(2^{116})-multiplications. In order to understand how the chain-inverse algorithm works, calculation steps for the term (α^{2^1−1}) are shown in (19) for r_1 = 13 and C_13 as given above.

Algorithm 3 chain-inverse Algorithm in GF(2^m)
Input: e ∈ GF^*(2^m), C_i and A_k precomputed,
κ := 0 if (m − 1) not-decomposed, otherwise κ := h
Output: δ_i(e) := e^{2^κ−1} ∈ GF(2^m), f := (α^{2^κ−1})
Given: δ_0(e) := α^{2^κ−1}, δ_{2^κ} := [δ_{2^κ} + e]^{2^κ} × δ_{2^κ} := (e)
Initial: l := length(C_i), δ_{2^κ} := e;
for i := 1 to l do
δ_i(e) := [δ_{2^κ} + e]^{2^κ} × δ_{2^κ} := (e);
if κ = κ then
f := δ_i(e);
end if
end for
if κ ≠ 0 then
return δ_i, f
end if
return δ_{2^κ}, f

When adding the required multiplications in (19) to those required by Factors algorithm, the total number of required multiplications relevant to all factors in (m − 1) is given by 5 GF(2^{116})-multiplications. Knowing that one extra multiplication is required to combine the term (α^{2^6−1}), the inverse of α is computed with 9 GF(2^{116})-multiplications, which is the inversion cost using our proposed algorithm.

Inverse(α, m) is our proposed main inversion algorithm (Algorithm 5). It consists of all previously mentioned helper algorithms which are ready for call when appropriate and depending on the case under consideration.

In what follows, we present a set of propositions helpful to understand the way in which Inverse(α, m) algorithm works, and to clarify the best possible techniques to decompose (m − 1). Here are some useful notations. The required number of multiplications necessary to compute the term (α^{2^κ−1}), NRMSs(r), binary length of r, l(r), Hamming weight of r, w(r), r is a full-weight integer, l(r) = w(r), shortest addition chain of
Prop. 7 For the set of m values those decomposed as $r_1 \times n + h$ with $h = 1$ (this h always belongs to $C_{r_1}$), those m values in inverse computation have NRMs($r_1 \times n + h$) same as that required by using TYT algorithm. With $h = 2^k$ for any positive integer k (this h often belongs to $C_{r_1}$), those m values in inverse computation have NRMs($r_1 \times n + h$) same as that required by using LCA algorithm. Thus, such m values are also associated with lowest possible inversion cost using our inversion algorithm.

Prop. 8 For the set of m values those decomposed as $r_1 \times n + h$ with $h = r_1$ (this h always belongs to $C_{r_1}$), those m values can be factorized into prime factors. In such a case, DecomExtn(m) algorithm may or may not produce the minimum NRMs($r_1 \times n + h$) in inverse calculation compared to prime factors decomposition. Select first decomposition if associated with lower inversion cost, otherwise, select the latter using the prime factors $r_1$ and $r_2$, since $r_1 \times n + r_1 = r_1 \times (n + 1) = r_1 \times r_2$. Factorize $r_2$ if possible, to achieve more reductions.

The following propositions are helpful in finding the shortest addition chains (SACs) for an integer, which may be applicable in some cases. In searching for the SAC for a positive integer x (i.e., $C_x$), then:

Prop. 1 If x is large, there are many possible SACs for x. Thus, the set of values taken by h is maximized given that $h \in C_x$.

Prop. 2 If $x = r_1 \times r_2 \times \cdots \times r_j$ (multiplication of several factors), given that h is equal to any factor $r_i$ for $1 \leq i \leq k$, then h must belong to the SAC of x, i.e., $h \in C_x$.

Prop. 3 If $x = r_1 \times r_2 \times \cdots \times r_j$ (multiplication of several factors), given that $r_1 > r_i$ for $2 \leq i \leq k$ and $x \neq 2^k$ for any positive integer k, there must be a SAC of x of length $l_{C_x} = l_{C_{r_1}} + \lceil \log_2 r_i \rceil$ for $2 \leq i \leq k$.

Prop. 4 If $x = 2^k$ for any positive integer k, then x has only one SAC of length $l_{C_x} = k$, which is the Power of Two SAC, i.e., $(1, 2, 4, \ldots, 2^k)$. Notice that the elements of the General SAC can have any value, not only power of two values.

Prop. 5 If $x = 2^k + 2^l$ for any positive integers $k > j$ (i.e., $w(x) = 2$), then x has at least two SACs of length $l_{C_x} = k + 1$, where the Power of Two SAC is a possible choice.

Prop. 6 If $x = k + n$, given that k is the largest power of two for any positive integer k and prime p. If $w(p) < 3$, no decomposition is required for m. In calling chain-inverse algorithm, the inverse is obtained with NRMs($r_1 \times n + h$) in inverse computation relative to others.

Algorithm 5 Inverse Algorithm in $GF(2^m)$

Input: $\alpha \in GF(2^m)$, extension degree m
Output: $\delta = \alpha^{-1} \in GF(2^m)$
Initial: $(m-1)$;
Case when $(m-1)$ is not-decomposed:
if $(m-1) = 2^k$ or $w(m-1) = 2$ then
  return $\delta := \text{chain-inverse}(\alpha, C_{m-1}, A_{m-1}, 0)$
Case when $(m-1)$ is decomposed:
  fetch $(r_1, n, h)$ from the array (memory):
  $[\eta, \rho] := \text{chain-inverse}(\alpha, C_r, A_r, h)$;
  $\gamma := \text{Factors}(\eta, n)$;
if $(h = 0)$ then
  return $\delta := \gamma$
else
  return $\delta := ((\gamma)2^k \times \rho)^2$
end if

r, $C_r$, length of $C_r$, $l_{C_r}$. Note that if $r = (m-1)$, then NRMs($m-1$) gives the required number of multiplications necessary to compute the inverse. Also, if $r = h$, then NRMs($h$) = 1 (using our decomposition method).

Furthermore, given $\text{DecomExtn}(m) = r_1 \times n + h$, then NRMs($\text{DecomExtn}(m)$) = NRMs($r_1 \times n + h$) = NRMs($r_1$) + NRMs($n$) + 1.

Prop. 1 Given m = $(2^k + 1)$ for any positive integer k, no decomposition is required for m. In calling chain-inverse algorithm, the inverse is obtained with NRMs($2^k$) = k multiplications.

Prop. 2 Given m = $(2^k + 2^l + 1)$ for any positive integers $k > j$ (i.e., $w(m-1) = 2$), no decomposition is required for m. In calling chain-inverse algorithm, the inverse is obtained with NRMs($2^k + 2^l$) = $k + 1$ multiplications.

Prop. 3 Given m = $(p + 1)$, for prime p with $w(p) = 3$, then DecomExtn($p + 1$) is expected to produce more reductions, and the inverse is obtained with NRMs($p + 1$) = NRMs($p + 1$) + NRMs($p$) multiplications.

Prop. 4 Given m = $(p \times q + 1)$, for prime p and q with $w(p \times q) = 3$, then DecomExtn($p \times q + 1$) is expected to produce more reductions, and the inverse is obtained with NRMs($p \times q + 1$) multiplications.

Prop. 5 Given m = $(2^k \times p + 1)$ for any positive integer k and prime p. If $w(p) < 3$, no decomposition is required for m. In calling chain-inverse algorithm, the inverse is obtained with NRMs($2^k \times p$) = $k + \text{NRMs}(p)$ multiplications. If $w(p) \geq 3$, let $r_1 = 2^k$ and $r_2 = \text{DecomExtn}(p + 1)$, thus the inverse is obtained with NRMs($r_1 \times r_2$) = $k + \text{NRMs}(r_2)$ multiplications.

Prop. 6 For the set of extension degrees m those decomposed as $r_1 \times n + h$, if h belongs to $C_{r_1}$ is a full-weight remainder, $w(r_1) = 2$ and $n = 2^k$ for any positive integer k. When increasing k while fixing $r_1$ and h values, those m values are expected to have the minimum NRMs($r_1 \times n + h$) in inverse computation relative to others.
5 Analysis and Results

Here we consider a selected set of $m$ values taken from the range $(100 \leq m < 571)$ to represent binary extension fields under consideration. Some of the values are recommended for use in ECC by NIST and SECG. The rest achieves better results in using our algorithm relative to other algorithms, which probably of interest to other cryptographic or code-theoretic applications. Given that such values are applied as input to our decomposition algorithm, their associated decompositions (AD) and the corresponding inversion costs (IC) using our proposed inversion algorithm are listed in Table 1. For comparison purposes, the AD and IC of other inversion algorithms are also listed in the table.

Table 1: Proposed vs Other Inversion Algorithms [GF(2$^m$): 100 $\leq m < 571$]

<table>
<thead>
<tr>
<th>$m$</th>
<th>AD</th>
<th>IC</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>108</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>116</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>128</td>
<td>11</td>
<td>2</td>
</tr>
</tbody>
</table>

From Table 1, it is apparent that our proposed inversion algorithm has as few as or fewer inversion cost relative to other similar inversion algorithms. In some binary extension fields GF($2^m$), the reductions in inversion cost are up to 4 GF($2^m$)-multiplications. Although the set of listed degrees of $m$ is not comprehensive, the results shown in Table 1 reflect the applicability of our proposed decomposition method in accelerating field inversion in GF($2^m$).

Another set of degrees $m$ of GF($2^m$), selected from [11] is shown in Table 2. Such a set is associated with the lowest possible inversion cost using decomposition method of LCA algorithm. Through this comparison, we aim to show the effectiveness of our decomposition method relative to the one of LCA algorithm. Therefore, the AD and IC using our algorithm are also listed in the table.

From Table 2, it is apparent that inversion cost of both algorithms is identical. Therefore, our proposed inversion algorithm, namely Inverse($\alpha, m$), can be a substitute for LCA algorithm to calculate inversion in such binary extension fields.

Table 2: Proposed vs LCA Algorithm

<table>
<thead>
<tr>
<th>$m$</th>
<th>AD</th>
<th>IC</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>187</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>189</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>238</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>384</td>
<td>18</td>
<td>12</td>
</tr>
<tr>
<td>428</td>
<td>20</td>
<td>12</td>
</tr>
</tbody>
</table>

Another set of degrees $m$ of GF($2^m$), selected from [10] is shown in Table 3. Such a set is associated with the lowest possible inversion cost using decomposition method of LCA algorithm. Through this comparison, we aim to show the effectiveness of our decomposition method relative to the one of LCA algorithm. Therefore, the AD and IC using our algorithm are also listed in the table.

From Table 3, it is apparent that inversion cost of both algorithms is the same in some GF($2^m$), except for the last three entries in the table. In these entries our algorithm achieves lower inversion costs in comparison with TYT inversion algorithm. Therefore, our proposed inversion algorithm, namely Inverse($\alpha, m$), can be a substitute for TYT algorithm to calculate inversion in such binary extension fields.

In the following, we show a table which includes some extension degrees $m$ used in ECC when defined over Silverman fields [16]. We compare the AD and IC of inversion algorithms presented in this paper over such type of extension fields, as shown in Table 4.

Table 3: Proposed vs TYT Algorithm

<table>
<thead>
<tr>
<th>$m$</th>
<th>AD</th>
<th>IC</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>187</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>189</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>238</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>384</td>
<td>18</td>
<td>12</td>
</tr>
<tr>
<td>428</td>
<td>20</td>
<td>12</td>
</tr>
</tbody>
</table>

(c) 2015 NSP
Natural Sciences Publishing Corp.
6 Closing Remarks

In this paper, we have proposed a fast field inversion algorithm in binary extension fields $GF(2^m)$ using normal basis representation. It is based on Fermat’s approach for inversion. By appropriately decomposing $m$ of the concerned $GF(2^m)$ into several factors and a remainder $h$, with $h$ belongs to the short addition chain of any of such factors, the inversion cost of our algorithm is as few as or fewer than in other similar inversion algorithms. The suitability of our algorithm for use in elliptic curve cryptography, in addition to its reliance on a set of factors which definitely have shortest addition chains, renders our method more attractive in hardware implementation and for future consideration with other finite extension fields.
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