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Abstract: Various augmented reality applications have been developed on smartphones and smart pads. Application developers
generally provide contents for these applications. The authors propose a new mobile augmented reality authoring system that possesses
unique characteristics compared to existing ones. The unique characteristics of the proposed system are a gesture-based interface, a
lighting estimation procedure and a multi-freezing mode. The proposed system has been evaluated through user testing.The result of
the user test shows that the proposed system is useful, easy to use, easy to learn, and satisfactory. Users can create augmented reality
contents with shadows on site easily with the proposed system.
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1 Introduction

Augmented Reality (AR) is a technology that combines
virtual and real worlds in real time to help users complete
their work or to provide users with new experiences. The
rapid spread of smart mobile devices such as smartphones
and smart pads has made it possible to experience AR on
smart mobile devices. Various AR applications have been
developed on mobile devices using sensors such as a
camera, a GPS and an inertial sensor. Contents of these
AR applications are generally provided by application
developers. Recently the paradigm has shifted from
developer-created contents to user-created contents so the
need for developing authoring systems for general users
has emerged.

Research regarding authoring AR contents started
about 20 years ago. The early AR authoring systems were
desktop-based ones. AR contents require relations
between real world and augmented virtual objects so few
researchers have developed in-situ authoring systems.
Pikarski et al. proposed an in-situ authoring system for
outdoor environments with a head-mounted display and
marker-attached gloves [1]. Hand interactions were used
to model 3D virtual objects and to manipulate them.

Several authoring systems have been developed on
smart mobile devices. Guven et al. proposed ways to
annotate text labels and audios for users’ surroundings

[2]. They froze the current AR scene displayed on a tablet
computer and edited it to create AR contents. Liu et al.
developed a mobile augmented note-taking system [3]. It
allows users to put self-authored notes onto physical
objects on site. These researches provide users with
efficient ways to author AR contents, but users can only
create limited contents such as labels and notes using
them.

Langlotz et al. proposed in-situ authoring for mobile
AR for small indoor and large outdoor working spaces
[4]. A user begins authoring by generating 3D primitives,
such as cubes and cylinders. The user scales or moves the
generated 3D primitives or applied textures to them to
create AR contents. Additionally, the system allows for
annotating 2D contents and provides a freeze mode. This
system is useful for indoor and outdoor AR environments.
However, it can only create simple 3D models by
extruding 2D footprint. This system has limitations with
regard to creating realistic AR contents.

The proposed system shares some characteristics of
the system developed by Langlotz et al. and uses 3D
primitives and a freeze mode. However, the proposed
system uses primitives as the basic blocks that can be
combined to create more complex 3D models and
modifies the freeze mode to improve efficiency. The
proposed system also provides a lighting estimation
procedure to create realistic AR contents.
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2 The proposed system

Fig. 1: The system flow of creating AR contents

The proposed system can be divided into four parts as
shown in Figure1. A user selects 3D primitives and
manipulates them to the according positions and
orientations. The resulting primitives are grouped
together to create 3D virtual models. If it is desired, a
shadow is added to the created virtual models after
estimating lighting positions or directions.

2.1 3D primitives

3D primitives are basic blocks that are used to create 3D
models in the proposed system. 3D primitives consist of
eight basic three-dimensional shapes (cone, cube,
cylinder, sphere, triangular pyramid, square pyramid,
triangular prism and torus). We chose the eight basic
three-dimensional shapes because these shapes are
familiar to people. People generally learn these shapes in
their childhood [5].

(a) (b)

Fig. 2: Menus and gesture-based interface (a) Menu driven
interface (b) Gesture-based interface

A user selects some of the 3D primitives and
combines them to create a target 3D model. The user can
choose one of 3D primitives using a menu driven
interface or a gesture-based interface (Figure2). We
provide two types of interfaces so the user can choose one
in which he or she prefers. A corresponding gesture is
shown on each menu button so the user can remember a
gesture and then use the gesture-based interface next time
if he or she wants. The gesture-based interface can be
designed not to occlude any information on the display
while menus occlude some information as shown in
Figure 2. This property of the gesture-based interface is
important for mobile devices with smaller displays such
as smartphones.

A gesture-based interaction is used to load a 3D
primitive to an AR scene. The user draws a line drawing
similar to a target primitive on the display of a smart
mobile device. The proposed system recognizes the user’s
drawings using the algorithm similar to the one described
by M. Elmezain et al. in [6]. There are three main stages
(gesture tracking, feature extraction and classification)in
the proposed gesture recognition procedure. We use the
orientation feature as the main feature in the proposed
system. The orientation is determined between two
consecutive points from the sequence of 2D points, which
represents the input gesture, by equation (1).

θt = arctan

(

yt+1− yt

xt+1− xt

)

= 1,2, ...,T −1, (1)

where T indicates the length of the input sequence of 2D
points. The orientation is quantized into eight directionsby
dividing it by 45 degrees. The quantized sequence is used
as an input to HMM (Hidden Markov Model)[7,15].

Fig. 3: The part of the user test form used for developing gestures

Currently the proposed system can recognize eight
gestures. The quantized sequence for each gesture is
modeled by Left-Right (LR) model with varying number
of states based on its complexity. The minimum number
of states is seven for the proposed system. The quantized
sequences are trained using the Baum-Welch
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re-estimation algorithm. Each sequence is classified by
the Viterbi algorithm [7,15].

Gestures for 3D primitives were developed from a
user test. We asked ten possible users, who were college
students, to draw unique gestures that represent given
shapes in one stroke. Users were provided with one
testing form that contained 3D models and their
corresponding 2D drawings with the sample gesture of
one primitive, triangular pyramid. The part of the testing
form is shown in Figure3.

Fig. 4: Gestures created by one test user

Fig. 5: Gestures used to load primitives in the proposed system

Test users generally represented 3D primitives using
side views derived from either the top or bottom shape of
a 3D primitive (Figure4). Test users drew gestures that
were similar to the side views of cubes, spheres,
triangular prisms and torus. Test users drew gestures
consisting of side views and/or the bottom shapes of a
cone, triangular pyramid and square pyramid. The
cylinder object was represented mostly using top and
bottom shapes. Based on this result, we developed a
gesture for each 3D primitive as shown in Figure5.
Gestures similar to side views of primitives were
developed for cubes, spheres, triangular prisms and torus.
Gestures containing a bottom shape of 3D primitives were
developed for cones, triangular pyramids and square

pyramids. The gesture of a cylinder was developed using
its bottom and top shapes.

These gestures were tested with three participants.
They tested each gesture twenty times. The recognition
result was categorized into three groups: 1) gestures not
detected even though they were in the database 2)
gestures recognized correctly 3) gestures recognized
incorrectly. The gesture recognition rateR was computed
using equation (2) whereN is the number of gestures and
NC is the number of correctly recognized gestures. The
resulting average recognition rate was 98.3%.

R =
NC

N
×100%. (2)

2.2 Manipulation and grouping

The Manipulation is composed of moving, rotating and
scaling the virtual models and adding textures to them.
We developed a dynamic constraint-based user interface
to manipulate virtual objects. It changes a constraint
plane, which defines a translation area, a rotation axis,
and a scaling direction, dynamically according to the
orientation of a user’s mobile device.

Fig. 6: Dynamically changing constraints

The constraint planes for translation motions are
shown in Figure6. The orientations of the left and the
right mobile devices are different so the different
corresponding constraint planes are defined. The dotted
rectangular shape in Figure6 indicates a constraint plane.
Touch inputs on the display of a mobile device are
directly mapped to the motions of a virtual object onto a
2D constraint plane. The virtual object can be scaled
along any direction using the interface. A user can modify
the size of a virtual object using the scaling procedure to
create diverse models.

In the Grouping part, 3D primitives are grouped
together to form a single model similar to our previous
work [8,9]. A 3D model is created by combining
primitives together in a similar way children assemble toy
blocks to create an object. Examples are shown in Figure
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(a) (b)

Fig. 7: The models created by combining primitives. (a) Two
models (b) Primitives used to build the two models

7 with 3D primitives used to create the models. The globe
was created with a sphere. The rocket was created by
combining a cone, a cylinder, a square pyramid, and two
triangular pyramids. Textures were applied to the two
models for adding realism to the models.

2.3 Light position/direction estimation

3D models that are used to create AR contents can be
created using the proposed modeling steps or uploaded
objects from a database. After adding 3D models to an
AR scene, shadows can be added to them. Shadows
improve the realism of AR contents. A content user can
recognize the relative positions between virtual objects or
virtual and real objects if shadows are correctly rendered.

To render shadows correctly, we need to estimate the
positions or directions of lighting sources. We developed
two approaches to estimate them. The first approach
utilizes the shadow and the virtual model of a real object.
We apply the shadow estimating process developed in [9]
to the proposed system. First, one real object in an AR
scene is selected as a reference object (Figure8 (a)). It is
overlaid by the corresponding virtual model (Figure8
(b)). It is better to select a simple object as a reference
object because a user has to create a corresponding virtual
model. Second, a user manipulates a virtual lighting
source shown in Figure8 (b) as a small sphere. When the
virtual shadow created by the virtual lighting source is
rendered closely to the real shadow of the reference
object, we stop the estimating process as shown in Figure
8 (c). We consider the position of the virtual light as the
estimated position of the real lighting source. If there are
multiple lighting sources, we can repeat this procedure
multiple times to estimate their positions or directions.

The second approach uses positions or directions of
real lighting sources. A user moves around an AR
environment and aligns the line connecting the center of
the AR environment and his/her mobile device with the

(a) (b) (c)

Fig. 8: Estimating lighting position or direction. (a) Selecting
a real object. (b) Overlaying the selected real object usingthe
corresponding virtual object. (c) Estimating the lightingposition
by aligning the real shadows and the virtual shadows

line connecting the center of the AR environment and a
target light source. If the target lighting source is
reachable by a user, the user can estimate the position of
the target lighting source by putting the mobile device in
front of the target lighting source. If the target lighting
source is far from the user (e.g. lighting sources on a
ceiling and sunlight), the user uses touch interaction to
move the virtual light source along the estimated
direction. We stop moving when the shadow created by
the estimated lighting source is close enough to the
shadow of the real object. (Figure9)

Fig. 9: Estimating lighting direction by aligning the mobile
device with the direction of a light

The estimated lighting position or direction is used to
create shadows of virtual models. We can also select one
of predefined lighting types (fluorescent light,
incandescent light bulb, sunlight) to improve the realism
of the AR environment. The virtual shadows similar to
real ones can be created using the proposed lighting
position (or direction) estimation procedure and the
selected lighting types as shown in Figure10. We only
applied simple hard shadows because of limited
computation power on mobile devices. When the
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Fig. 10: Comparing virtual and real shadows in multi lighting
condition

processing power of mobile devices is improved, more
complex shadows can be rendered using the same lighting
estimation procedure.

2.4 Multi-freezing mode

Tracking the camera attached to a smart mobile device
(e.g. smartphone and smart pads) is required to use the
presented authoring system to create AR contents. We
initially developed the system using marker-based
tracking. We extend the system to use natural patterns for
tracking. It is easy to use natural patterns for tracking
since there are few well-known algorithms and SDKs [10,
11]. Since the tracking is required for authoring AR
contents, we also added the freeze mode similar to
existing authoring systems [4,12,13] to relieve possible
fatigue caused by holding a mobile device for a long time.
Users complained of difficulties caused by holding a
smart device steady while creating AR contents in the
previous user study.

Fig. 11: Multi-Freezing mode

The proposed freeze mode differs from existing ones.
We call it a multi-freezing mode. We use multiple
captured scenes to locate an augmented 3D object at the
correct location in the AR environment. If only one
captured scene is used, it is difficult to confirm whether
the augmented object is located at the desired position,
especially along the direction orthogonal to the captured
scene. More than two captured scenes are required to
locate an augmented object at the desired position in the
3D space. This multi-freeze mode was introduced in [13]
and we applied it to the proposed system. One difference
from the previous research is the way of showing the
results. We only showed the augmented result in the main
view in our previous research. In the proposed system, we
show augmented results in the main view and the
subviews, which are located at the bottom of the screen
(Figure 11). Using the proposed approach, a user can
view the results from several viewpoints at the same time,
which reduces the number of view selections to locate a
virtual object.

3 Scenario of using AR authoring application

The Figure12 shows a scenario of creating AR content
using the AR Authoring application, which is developed
using the proposed authoring system. To start the
application, a user has to prepare any image and a smart
mobile device such as a smartphone or a smart pad
(Figure12 (a)). When the user captures the image using
the camera on the smart mobile device, the image is
stored in the database and used to track the smart device
(Figure12 (b)).

Menus to create AR contents are displayed as soon as
the tracking starts (Figure12 (c)). The object loading
button on the middle of the right side of the display will
activate the object-loading interface (Figure12 (d)). The
user can use gestures or menus to load one of 3D
primitives. The detail information is described in the
Section2.1. Figure 12 (e) shows one cylinder and one
cone, which are loaded by the user, with the default
texture. The cylinder and the cone can be translated,
rotated and scaled using the interface described in the
Section2.2 and the manipulation mode-changing button.
The mode-changing button, which is located at the
bottom right of the display, sets a manipulation type
(Figure12 (f)). These 3D primitives are grouped together
using the grouping button located at the upper left side of
the display to create a part of a castle wall (Figure12(f)).

The user can add textures to 3D primitives by using
the texture interface that can be activated by the texture
loading button located in the upper middle part of the
display (Figure12 (c, g)). The user first selects a 3D
primitive on the display, after which he or she selects a
texture by scrolling textures horizontally. The selected
texture will be textured on the selected 3D primitive.
Additional primitives can be loaded and grouped together
to create the target model shown in Figure12 (h).
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Fig. 12: Example scenario of creating AR contents using the AR authoring application

Shadows can be added by estimating lighting
positions or directions. The shadow buttons located at the
bottom left side of the display will activate the lighting
estimation mode. The user can estimate lighting positions
or directions using one of two approaches described in the
Section 2.3. The shadows of the created contents are
rendered based on estimated lightings (Figure12 (i)). The
user can click the Reset button to create new content with
a new image.

4 Evaluation

We designed and performed a user experiment to evaluate
the presented mobile AR authoring system. We examined
the following four aspects in the experiment: 1) usefulness
2) ease of use 3) ease of learning and 4) user satisfaction.

4.1 Participants

Ten participants with normal or corrected vision took part
in the experiment. They volunteered to be in the
experiment and given small gifts in return for their
participation. All participants are in their twenties and
familiar with smartphones. Seven participants use
smartphones more than three hours every day. One

participant uses a smartphone for two hours every day.
Other two participants use it for one hour every day. All
of the participants had heard about AR and nine among
them had used some kinds of modeling tools before. We
selected young participants for the experiment because
they were more willing to learn new technologies.

4.2 Experiment

The proposed authoring system was presented to
participants on a smart pad (iPad mini: Dual core
1000MHz ARM Cortex-A9 processor, 5 megapixels
camera, 1024 x 768 resolution, 312g weight). We tested
the system with smart pad because the display area of a
smartphone was too small to fully test the proposed
system even though the system could be demonstrated on
a smartphone.

Table 1: Pre-Experiment Questionnaire
1 Have you heard about augmented reality before?
2 Have you used any 3D modeling tools(e.g. 3DMax)

before?
3 How many hours do you use a smartphone every day?

(1) None (2) 0.5 hour (3) 1 hour (4) 2 hours
(5) More than 3 hours
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Table 2: Subjective Preference Questionnaire
Lighting Position/Direction Estimation Procedure

1 It is useful for estimating lighting positions
(or directions).

2 It helps me to estimate lighting position
(or directions) effectively.

3 It is easy to estimate lighting positions
(or directions).

4 I can estimate lighting positions (or directions)
without written instructions.

5 I easily remember how to estimate lighting positions
(or directions).

6 It is easy to learn to estimate lighting positions
(or directions).

7 I am satisfied with the way to estimate lighting
positions (or directions).

8 The way to estimate lighting positions (or directions)
is fun to use.

Modeling Procedure
1 The modeling procedure is useful.
2 It helps me to create 3D objects effectively.
3 The modeling procedure is easy to use.
4 I can use the modeling procedure without written

instructions.
5 I learned to use the modeling approach quickly.
6 The modeling system is easy to learn.
7 I am satisfied with the modeling approach.
8 The modeling system is fun to use.

The Proposed System
1 It is useful.
2 It helps me become more effective.
3 It makes the things I want to accomplish easier to get

done.
4 It is easy to use.
5 It is simple to use.
6 I can use it without written instructions.
7 I learned to use it quickly.
8 I easily remember how to use it.
9 It is easy to learn.
10 I am satisfied with it.
11 I would recommend it to a friend.
12 It is fun to use.
13 I am satisfied with the contents I created using the

system.

At the beginning of the experiment, we asked
participants to fill out a pre-experiment questionnaire to
assess their knowledge of the areas related to the testing
system. The pre-experiment questionnaire used in the
experiment is shown in Table1. Next, we gave a brief
explanation about augmented reality, the objective and
procedure of the experiment and the functions of the
presented system. Following the explanation, participants
tried the presented system until they decided to create the
given augmented reality content. We showed participants
an image, which is one view of the target augmented
reality environment, and asked them to create an
augmented reality environment similar to the given one.

Fig. 13: Sample contents created by test users

Participants had to create two models (a rocket and
globe), to manipulate them to the desired location and
orientation, and to estimate lighting positions. The sample
results created by participants are shown in Figure13.
After participants created a target augmented reality
environment, we asked them to fill out the questionnaire
shown in Table2 to measure preferences about the
proposed system and to collect opinions about the system.
We selected some questions in the USE Questionnaire
developed by Arnold M. Lund [14]. We did not use all
questions in the USE Questionnaire so as to reduce the
time required to fill out the questionnaire.

4.3 Evaluation results and discussion

The task completion times are summarized in Figure14.
The average task completion time was 9 minutes and 37
seconds and the standard deviation was 2 minutes and 12
seconds. The task completion time was the sum of the
modeling time and lighting position estimation time. The
average modeling time was 8 minutes and 53 seconds and
the average lighting position estimation time was 44
seconds. These data were measured after participants
practiced with the system for less than 10 minutes. Only
one participant practiced for 25 minutes. That participant
wanted to use the system longer because she was
enjoying it.

We measured the subjective preference for the
proposed system that has two procedures, the modeling
and the lighting position (or direction) estimation
procedures, using the questionnaire with the 7-point
Likert scale. The subjective preferences of the proposed
system and two procedures are summarized in Figure15.

Average subjective preference scores were higher than
5 points for all four aspects; usefulness, ease of use, ease
of learning, and satisfaction. The standard deviations of
subjective preference scores ranged from 0.74 to 1.68.
The highest standard deviation came from the ease-of-use
aspect of the proposed system. One participant gave 2
points for all questions regarding the ease-of-use aspect.
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Fig. 14: Average task completion times for the system and
lighting estimation and modeling procedures

Fig. 15: Average subjective preference scores for the system and
lighting estimation and modeling procedures

Participants considered that the modeling procedure
and the proposed system were easy to learn. They gave
the highest scores for the ease-of-learning metric for the
modeling procedure and the proposed system. Since
participants were already familiar with construction toys
like blocks, they were able to learn the modeling
procedure and the proposed system easily. The
ease-of-learning metric of the lighting estimation
procedure achieved the lowest score even though
participants considered the lighting procedure easier to
use than the modeling procedure and the proposed
system. We think that the unfamiliar concept of
estimating lighting position caused the lower
ease-of-learning score for the lighting estimation
procedure.

We also asked participants about the contents they
created using the proposed system. Most participants
were satisfied with their outcomes. Three participants
were not satisfied with their outcomes and subsequently
gave the lowest average preference score among the
group. The resulting outcomes could affect participants
preference about the proposed system.

Participants also expressed positive and negative
points of view about the proposed system. Most
participants commented that the system was easy to use.
Some participants said that the system was fun, especially
when adding shadows to the scene. Some negative
comments were made about the functionalities of the
proposed system. They suggested adding a ”Copy”
function to allow them to copy the virtual models and a
”Cancel” function that would let them go back to the
previous state while modeling a virtual object. They also
complained about the scaling and rotating operations.

Fig. 16: Providing menus and a gesture input area concurrently
to compare the frequency in use of a menu driven interface anda
gesture-based interface

We also compared the preferences concerning two
interfaces, a menu driven interface and a gesture-based
interface, used for loading primitives to a scene. We gave
menus and a gesture input area concurrently to
participants when they wanted to load a primitive as
shown in Figure16 and measured the number of uses of
menus and gesture inputs to create the given augmented
reality world. The average number of uses for menus and
gestures was 3.3. The number of participants who used
only one interface, menus or gestures, is 2. Neither
interface was preferred by participants. This was a
surprise. We assumed participants would use menus more
than gestures because they were more familiar with
menus. We expect that users will use the gesture-based
interface more than menus when they become familiar
with the gesture-based interface.

5 Conclusion

Various augmented reality applications have been
developed on smart mobile devices such as smartphones
and smart pads. Application developers generally provide
contents for these applications. Few applications have
included authoring functionalities with which users can
create their own contents with limited capabilities. We
proposed a new mobile AR authoring system that enables
users to create more realistic augmented reality contents.
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The proposed system has unique characteristics compared
to existing ones. The unique features can be summarized
as:

1. The primitive-based modeling system is easy to
learn and use. This type of modeling system has been
introduced in previous research studies. We added the
gesture-based interface to the modeling system. Different
gestures corresponding to different 3D primitives were
derived from the results of the user test. We found that
users generally drew gestures that use side views, which
consist of the top and bottom shapes of the 3D primitives.
Gestures for the proposed system were created using
these results so that users could easily remember them.

2. We developed a new lighting estimate procedure.
Users only need to move around the augmented reality
space to align a light direction and their mobile device to
estimate the lighting position. If the light is located far
from the users, users first estimate the lighting direction
and move the estimated lighting along the estimated
direction to estimate the lighting position. Users
estimated lighting positions in real environments easily.
They estimated 2 lightings on a ceiling in less than a
minute.

3. We applied the multi-freezing mode similar to that
in previous research to the proposed system. In previously
conducted research, users could only view an augmented
scene on the main screen. We modified the previous
research so users could view augmented scenes on the
main screen and subviews on the bottom of the screen.
Using this functionality, users did not move views as
much as was required by previous research to locate the
virtual object to a target position.

The proposed system has been evaluated to test the
performance and the subjective preference of the system.
Important findings are as follows:

1. Test users considered the proposed system and the
modeling and lighting estimation procedures useful, easy
to use, easy to learn and satisfactory. The average
preference scores in the 7-point Likert scale for all areas
were higher than 5 points.

2. The system allowed users to create augmented
reality contents in a short time after practicing for less
than 10 minutes. This also showed that the system was
easy to learn and easy to use for creating augmented
reality contents.

3. The gesture-based interface was preferred just as
much as the menu-driven interface. This was an
encouraging result because it could be difficult to use
menus for smartphones with small display areas. Menus
can occlude too much area for devices with small display
areas. This can result in preventing users from viewing
important information on the display area. The
gesture-based interface can be used for devices with small
display areas. The gesture input area can be transparent so
users can view important information while they are using
the gesture-based interface.

In addition, the user test suggested that we had to add
and modify a few functions of the proposed system. We

need to add a ”Back” button and ”Copy” button. Test users
wanted to move to the previous state using the back button
when they made some mistake. Currently, users have to
rebuild from scratch. Test users also wanted to copy an
existing object to create the duplicate of the existing one,
which was not allowed in the system.

Test users also complained about the scaling and
rotating functionalities. They mentioned it was difficult to
scale and to rotate the virtual object with the system. We
need to modify the system to provide users with more
intuitive scaling and rotating functionalities.

The proposed system still needs additional
improvement. The modeling procedure could be
improved by adding a subtraction function. Users create
virtual objects by adding primitives in the proposed
system. Users can create more complex virtual objects by
subtracting some part of a primitive using another
primitive. We could also add a vision-based modeling
function to model real objects using a smart-devices
camera.
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