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Abstract: Data protection is an important issue for computer forensics in a digitalized world. We construct secure data protection
methods by adopting cryptographic building blocks. In our proposed scheme, an investigating authority delegates a group composed
of n judicial policemen to collect digital evidence. Anyt or more of them can cooperatively generate valid authenticated evidence for
collected ordinary evidence on behalf of the investigatingauthority. To ensure confidentiality, the authenticated evidence can only be
decrypted and verified by a designated investigator of Investigation of Bureau, Ministry of Justice (MJIB). For the litigation process,
the designated investigator is capable of further converting the authenticated evidence into an ordinary one and giving it to a judge
or prosecutor without leaking the information of his private key. We also present a variant with message linkages for benefiting the
encryption of a large message. To guarantee the feasibilityof practical implementation, we show that our constructionachieves the
IND-CCA2 and the EF-CMA security in the random oracle model.
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1. Introduction

Data protection has always been an important issue in ei-
ther a real or a digitalized world. Computer forensics is a
forensic science which aims for explaining and preserving
the current state of data, i.e., digital evidence, collected
from computers and digital storage media. The field of
computer forensics also includes firewall forensics, net-
work forensics, database forensics and mobile device foren-
sics [33]. When transmitting the digital evidence via an
insecure channel like the Internet, we must pay special at-
tention to protect these data from being eavesdropped or
unauthorized modification. In realistic legal cases, an in-
vestigating authority may delegate a team of several judi-
cial policemen to conduct forensic processes and collect
digital evidence. When sufficient judicial policemen con-
firm the state of obtained evidence, they can cooperatively
sign on behalf of the investigating authority and deliver
the authenticated evidence to a designated investigator of
Investigation Bureau, Ministry of Justice (MJIB). For the
confidentiality concern, only the designated investigatoris
able to decrypt and verify the authenticated evidence. He
can also reveal the converted ordinary evidence to a judge
or prosecutor for the litigation process. A diagram of the

procedures for computer forensics in legal cases is illus-
trated as Fig. 1.

It is believed that cryptographic mechanisms can ful-
fill above mentioned application for computer forensics.
In 1976, Diffie and Hellman [5] introduced the first pub-
lic key system. In a public key system, everyone owns
a private key together with its corresponding public one
such that he can either perform public key encryptions [11]
or generate digital signature [6,22]. The former guaran-
tees confidentiality [8] while the latter ensures authentic-
ity [12,19,24] and non-repudiation [18]. In 1979, Shamir
[14] came up with a (t, n) threshold secret sharing scheme
in which a master secret is divided inton secret shares and
stored by different users. Anyt or more users can coop-
eratively reconstruct the master secret while less than or
equal tot−1 cannot. To meet more diversified application
requirements, Mamboet al. [15,16] proposed proxy sig-
nature schemes in 1996. In a proxy signature scheme, an
authorized person called proxy signer can legitimately pro-
duce proxy signatures on behalf of an original signer. As
to further supporting group-oriented applications, some re-
searchers [2,9,10,13,26,31,32,34] have also devoted their
attention to the design of proxy signature variations.
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Figure 1 Diagram of the procedures for computer forensics.

In 1994, Horsteret al. [7] proposed an authenticated
encryption (AE) scheme which simultaneously satisfies the
properties of confidentiality and authenticity. Such schemes
allow a signer to generate an authenticated ciphertext and
only the designated recipient has the ability to recover the
message and verify its corresponding signature. In 1997,
Zheng [35] addressed a signcryption scheme which also
serves the same functionalities as AE schemes. To pre-
vent a dishonest signer from repudiating his generated ci-
phertext, in 1999, Arakiet al. [1] proposed a convert-
ible limited verifier signature scheme with a later arbitra-
tion mechanism. Yet, if a dishonest signer refuses to assist,
the mechanism is infeasible. In 2002, Wu and Hsu [28]
introduced a convertible authenticated encryption (CAE)
scheme in which the designated recipient can solely prove
the signer’s dishonesty in case of a repudiation dispute.
Due to the limited system bandwidth, it is often difficult
to encrypt a large message. In 2005, Penget al. [20] ad-
dressed a publicly verifiable AE scheme with message link-
ages for transmitting a large message. Later, Lvet al. [14]
also proposed a more practical one for realistic implemen-
tation.

Team work is an important approach in an organiza-
tion to promote the efficiency. Sometimes, it can also be
adopted to escalate the security level. In 2008, Wuet al.
[29] proposed a group-orientedCAE scheme allowing mul-
tiple signers to cooperatively generate a valid authenti-
cated ciphertext. In 2009, Tsai [25] presented another vari-
ant with better efficiency. However, Tsai’s scheme can-
not assure the property of confidentiality. Based on Wu
et al.’s scheme, Chang [3] addressed a different scheme
with shared verification of multiple designated recipients.
For facilitating the operation of proxy delegation, Wu and
Lin [30] proposed a proxy CAE scheme which enables a

group consisting ofn original signers to cooperatively del-
egate their signing power to a proxy signer who can there-
fore generate a valid authenticated ciphertext on behalf of
the original group. Note that in the Wu-Lin scheme, all the
original signers must agree on the proxy delegation.

According to the diagram depicted in Figure 1, we can
observe that none of the above single existing cryptographic
mechanism perfectly solves the realistic application require-
ment for computer forensics. It thus can be seen that the
design of secure and feasible method fulfilling the require-
ment from the perspective of realistic consideration is cru-
cial and benefits to the practical applicability.

2. Formal model of our scheme

We describe the formal model of our proposed scheme in-
cluding involved parties and algorithms in this section. The
used notations are defined as Table 1.

Table 1 The used notations

N set of all natural numbers
Zp integers modulop

Z∗
p

multiplicative group of
integers modulop

GF (p) Galois field ofp elements
x ∈ Zp elementx in setZp

x ∈R Zp
elementx is a random integer

in setZp

S\T difference of setsS andT
#Zp number of elements in setZp

x←− Zp
sampling elementx uniformly

in setZp

a modb
modulo operation:

reminder ofa divided byb
a|b integerb is divisible by integera
a ‖ b concatenation ofa andb

|x|
bit-length of integerx,
also absolute value ofx

∑n

i=1
vi,

∑
i∈S

vi
sum of valuesvi for i = 1, 2, ...,n,

or for i ∈ S
∏n

i=1
vi,

∏
i∈S

vi
product of valuesvi for i = 1, 2, ...,n,

or for i ∈ S

logbx logarithm to baseb of x
⊕ logical operation XOR
¬ logical operation NOT
∧ logical operation AND
∨ logical operation OR
∀ for all

Pr[E] probability of eventE occurring
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2.1. Involved parties

There are three major involved parties: an investigating
authority, a group ofn judicial policemen and a desig-
nated investigator of MJIB. Each one is a probabilistic
polynomial-time Turing machine (PPTM) [17]. The in-
vestigating authority delegates judicial policemen to con-
duct forensic processes. Any t or more judicial policemen
can cooperatively sign and produce valid authenticated ev-
idence on behalf of the investigating authority while less
than or equal tot−1 cannot. Finally, the designated inves-
tigator of MJIB verifies received authenticated evidence.
He can also reveal converted ordinary evidence for the sub-
sequent litigation process.

2.2. Algorithms

The proposed scheme consists of four algorithms. Accord-
ing to the procedures depicted in Fig. 1, when a foren-
sic system is established, we have to run “Setup” algo-
rithm to obtain system’s public parameters. For the del-
egation process, an investigating authority can run “Proxy
Credential Generation (PCG)” algorithm to delegate his
power to a group of judicial policemen. To generate the au-
thenticated evidence for a designated investigator of MJIB,
judicial policemen have to run “Authenticated-Evidence-
Generation (AEG)” algorithm. Upon receiving the authen-
ticated evidence, the designated investigator can run “Au-
thenticated Evidence Verification (AEV)” algorithm to val-
idate the digital evidence. Details of the four algorithms
are described as follows:

Setup: Taking as input1k wherek is a security parame-
ter, the algorithm generates the system’s public parameters
params.

Proxy-Credential-Generation(PCG):The PCG algorithm
takes as input a warrant, the identity for the group of judi-
cial policemen and the private key of investigating author-
ity. It outputs the corresponding proxy credential which
can be also regarded as a delegation agreement of the issu-
ing authority.

Authenticated-Evidence-Generation (AEG):The AEG
algorithm takes as input a proxy credential, evidencem,
the public key of designated investigator of MJIB and the
private key of the group for judicial policemen. It gener-
ates corresponding authenticated evidenceδ.

Authenticated-Evidence-Verification (AEV): The AEV
algorithm takes as input authenticated evidenceδ, the pri-
vate key of designated investigator of MJIB and the public
keys of investigating authority and the group for judicial
policemen. It outputs the converted ordinary evidence (m,
Ω) if δ is valid. Otherwise, an error symbol¶ is returned
as a result.

3. The proposed scheme

In this section, we give the concrete construction of our
scheme and its variant with message linkages.

3.1. Construction

Setup: Taking as input1k, the system authority (SA) se-
lects at − 1 degree polynomialf(x) = d0 + d1x + ... +
dt−1x

t−1 with di’s ∈ Zq, two large primes (p, q) and a
generatorg of orderq, where|q| = k andq|(p − 1). Let
h1: {0, 1}k × Z∗

p → Zq, h2: {0, 1}k × Z∗
p → Zq, h3:

Z∗
p → Zq andh4: Z∗

p → {0, 1}k be collision resistant
hash functions which would never output the same result
for different input values. The system announces public
parameters params ={p, q, g, h1, h2, h3} and derives each
partyUi’s private keyxi = f(i). The corresponding pub-
lic key is computed asyi = gxi modp.

Proxy-Credential-Generation (PCG): Let Uo be an in-
vestigating authority delegating his power to a group of ju-
dicial policemenPG = {U1, U2, ..., Un}. Uo first chooses
a secret integert0 ∈R Zq to compute

T = gt0 modp, (1)

σ = t0 − xoh1(mw, T ) modq, (2)

wheremw is the warrant consisting of the identifier of in-
vestigating authority and the group for judicial policemen,
the delegation duration and so on. Note that the proxy cre-
dential (σ, T ) is regarded as the signature formw.

(σ,mw, T ) is then sent toPG via a secure channel
which can prevent transmitted information from being in-
tercepted and tampered. Upon receiving (σ,mw, T ), each
Ui ∈ PG can first computeC as Eq. (3) and then perform
Eq. (4) to check its validity.

C = yh1(mw,T )
o modp, (3)

T = gσC (modp). (4)

If it does not hold, (σ,mw, T ) is requested to be sent again.
We show that the verification of Eq. (4) works cor-

rectly. From the right-hand side of Eq. (4), we have

gσC

= gσy
h1(mw,T )
o (by Eq. (3))

= gt0−xoh1(mw,T )y
h1(mw,T )
o (by Eq. (2))

= gt0

= T (modp) (by Eq. (1))

which leads to the left-hand side of Eq. (4).

Authenticated-Evidence-Generation (AEG):Without loss
of generality, letSPG = {U1, U2, ..., Ut} be the subgroup
composed oft judicial policemen who can cooperatively
generate a valid authenticated evidence on behalf of the
groupPG, andUck a semi-trusted clerk who is responsi-
ble for verifying individual’s authenticated evidence and
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combining them. A semi-trusted third party is said to be
honest but curious, i.e., he will not perform anything that
deviates from the predefined procedures, but he might at-
tempt to learn any secret information from observed mes-
sages. The private key ofPG is d0 and the corresponding
public key isyD = gd0 modp. By using the Lagrange In-
terpolation [27], any t or more members of the groupPG
can cooperatively reconstruct thet− 1 degree polynomial
f(x) with their key pairs and then derive the group private
key d0 = f(0). To generate the authenticated evidenceδ
for obtained ordinary evidencem, eachUi ∈ SPG first
chooses an integerri ∈R Zq to compute

ci =
∏

Uj∈SPG\{Ui}

j/(j − i) modq, (5)

whereci is the Lagrange coefficient [27],

ei = ci · xi modq, (6)

Ri = gri modp, (7)

and then sendsRi to Uj ∈ SPG\{Ui} andUck. Upon
receiving allRj ’s, eachUi ∈ SPG computes

R =

t∏

j=1

Rj modp, (8)

si = ri − eih2(m,C,R) modq. (9)

si is then delivered to the clerkUck. After receiving all
si’s, Uck verifies if

Ri = gsiy
cih2(m,C,R)
i modp. (10)

If it does not hold,si is requested to be sent again; else,
Uck choosesz ∈R Zq to computes

S =
∏

Uj∈SPG

sj modq, (11)

K = yσv modp, (12)

W = h3(CK modp)S modq, (13)

Q = h4(K)⊕m. (14)

The authenticated evidenceδ = (Q,W,R, T ) andmw are
then delivered to the designated investigator of MJIBUv.

Authenticated-Evidence-Verification (AEV): Upon re-
ceiving(δ,mw), Uv first derivesC as Eq. (3), computes

K = (TC−1)xv modp, (15)

S = h3(CK modp)−1W modq, (16)

m = Q⊕ h4(K), (17)

and then checks the redundancy embedded inm. Uv can
further verify the authenticated evidence by checking if

R = gSy
h2(m,C,R)
D (modp). (18)

We demonstrate that the designated investigator of MJIB
can recover the ordinary evidencem with its embedded

redundancy by Eq. (17). From the right-hand side of Eq.
(17), we have

Q⊕ h4(K)
= Q⊕ h4((TC

−1)xv modp) (by Eq. (15))
= Q⊕ h4((gσ)xv modp) (by Eq. (4))
= Q⊕ h4(yσv modp)
= m (by Eqs. (12) and (14))

which leads to the left-hand side of Eq. (17).
If the authenticated evidence (Q,W ,R, T ) is correctly

generated, it will pass the test of Eq. (18). From the right-
hand side of Eq. (18), we have

gSy
h2(m,C,R)
D

= g

∑
Uj∈SPG

sj
gd0h2(m,C,R) (by Eq. (11))

= g

∑
Uj∈SPG

sj+h2(m,C,R)cjxj

(by Lagrange Interpolation [27])

= g

∑
Uj∈SPG

sj+h2(m,C,K,R)ej
(by Eq. (6))

= g

∑
Uj∈SPG

rj
(by Eq. (9))

=
∏t

j=1 Rj

= R (modp) (by Eq. (8))

which leads to the left-hand side of Eq. (18).
For the subsequent litigation process, the designated

investigator of MJIBUv can reveal converted ordinary ev-
idence(m,Ω = (S,R, T )) and the warrantmw to a judge
or a prosecutor who can therefore verify it with the as-
sistance of Eq. (18). Note that the converted ordinary ev-
idence has been derived during the previous forensic pro-
cess. Consequently, it takes no extra computational efforts
for Uv to conduct the conversion of ordinary evidence.

3.2. Variant with message linkages

Due to the limited system bandwidth, it often causes the
difficulty in encrypting a large message. In the subsec-
tion, we slightly modify our proposed scheme to present
its variant with message linkages. The construction is sim-
ilar to that in Section 4.1. We only describe the different
parts as follows:

Authenticated-Evidence-Generation (AEG):For gener-
ating the authenticated evidence for a large messagem,
eachUi ∈ SPG first dividesm into f pieces, i.e.,m =
m1 ‖ m2 ‖ ... ‖ mf such that eachml has a suitable
length, and then choosesri ∈R Zq to compute (ci, ei, Ri,
R, si) as those in Section 3.1. The parameterQl is com-
puted as

Ql = ml · h4(Ql−1 ⊕ h4(K)) modp, (14*)

for l = 1, 2, ..., f , whereQ0 = 0. The authenticated ev-
idenceδ = (W , R, T , Q1, Q2, ...,Qf ) andmw are then
delivered toUv.
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Authenticated-Evidence-Verification (AEV): Upon re-
ceiving it, Uv first derives (C, K) as Eqs. (3) and (15),
respectively. He then computes

ml = Qlh4(Ql−1 ⊕ h4(K))−1 modp,

for l = 1,2, ...,f , (17*)

and recovers the originalm asm1 ‖m2 ‖ ...‖mf . Uv can
further verify the authenticated evidence by checking Eq.
(18).

We show that withδ = (W,R, T,Q1, Q2, ..., Qf ) and
mw, the designated investigator of MJIBUv can recoverm
and check its validity with Eq. (17*). From the right-hand
side of Eq. (17*), we have

Ql · h4(Ql−1 ⊕ h4(K))−1

= Ql · h4(Ql−1 ⊕ h4(K)) · h4(Ql−1 ⊕ h4(K))−1

(by Eq. (14*))
= ml (modp)

which leads to the left-hand side of Eq. (17*).

3.3. Efficiency analyses

Table 2 summarizes the functionalities among the proposed
and related works including Lvet al.’s (LW for short)
[14], the Wu-Hsu (WH for short) [28], the Wu-Lin (WL
for short) [30], Wu et al.’s (WT for short) [29], Chang’s
(Ch for short) [3] and Tsai’s (Ts for short) [25].

Table 2 Comparisons in terms of functionalities

LW WH WL
WT
Ch

Ts Ours

Group
Oriented

N N Y Y Y Y

Threshold
Mechanism

N N N N N Y

Proxy
Delegation

N N Y N N Y

Message
Linkage

Y N N N N Y

Conversion
(of Evidence)

Y Y Y Y Y Y

Conversion
Free

Y Y Y Y Y Y

Proof of
Confidentiality

N N Y Y N Y

Proof of
Unforgeability

N N Y Y N Y

Remark: For each compared scheme, “Y” and “N” sepa-
rately denote “with” and “without” the evaluated
functionality.

Tables 3 and 4 summarize the computational costs in
number of the most time-consuming operation, i.e., modu-
lar exponentiation, among the proposed and above group-
oriented schemes [3,25,29,30]. Note that Table 3 further

evaluates the communication overheads between ours and
WL [30], since their work also provides the functionality
of proxy delegation.

Table 3 Comparisons of group-oriented schemes without the
functionality of proxy delegation

Encryption & Verification
(excluding delegation)

WT 4n2 − 2n+ 5
Ch 4n2 − 2n+ 5
Ts 3n+ 5

Ours 3t+ 5
Remark: The parametert is a threshold

value andt ≤ n.

Table 4 Comparisons of group-oriented scheme with the func-
tionality of proxy delegation

WL Ours
Encryption & Verification

(including delegation)
≈ 9.183 ≈ 9.171

Communication Overheads
(including authenticated &

ordinary evidence)

5|p|+ 4|q|
≈ 4608 bits

4|p|+ 4|q|
≈ 4096 bits

Remark: To obtain fair comparison results under the same
basis, we consider single-user setting and let|p| =
|q| = 512 bits in both evaluated schemes.

4. Security proof

In this section, we address the security model with respect
to the proposed scheme and then give detailed security
proofs. Some necessary cryptographic security notions [4]
are briefly reviewed as follows:

Discrete Logarithm Problem; DLP
Let p andq be large primes satisfyingq|(p− 1), andg

a generator of orderq overGF (p). The discrete logarithm
problem is, given an instance (y, p, q, g), wherey = gx

modp for somex ∈ Zq, to derivex = logp,q,gy.

Computational Diffie-Hellman Problem; CDHP
Let p andq be large primes satisfyingq|(p − 1), and

g a generator of orderq overGF (p). The computational
Diffie-Hellman problem is, given an instance (p, q, g, ga,
gb) for somea, b ∈ Zq, to derivegab modp.
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4.1. Security model

Any cryptographic scheme simultaneously satisfying the
properties of confidentiality and authenticity should con-
sider the security requirements of message confidentiality
and unforgeability. The widely accepted notion for the se-
curity of message confidentiality comes from the defini-
tion of indistinguishability- based security, i.e., the adver-
sary attempts to distinguish a target ciphertext with respect
to two candidate messages. In the taxonomy of cryptanal-
ysis, there are three kinds of attacks: ciphertext-only at-
tack, chosen-ciphertext attack (CCA) and adaptive chosen-
ciphertext attack (CCA2). An adversary in ciphertext-only
attack cannot make any query while that in CCA can query
the plaintext for his chosen ciphertext once. An adversary
in CCA2 is the most advantageous since he can adaptively
make new queries based on previous results. We there-
fore consider an adversary in CCA2 against our proposed
scheme in the security requirement of message confiden-
tiality. In addition to the AEV queries, we also give the ad-
versary the ability to make PCG and AEG queries. When
it comes to the security requirement of unforgeability, we
usually refer to an adversary in adaptive chosen-message
attack (CMA). Such an adversary attempts to forge a valid
authenticated ciphertext for his chosen message and is per-
mitted to adaptively make PCG and AEG queries in our
defined security notion. We design two game models for
the above two crucial security requirements as Definitions
1 and 2, respectively.

Then we can formally prove the security of our scheme
in the random oracle model. Namely, the one-way hash
function is simulated as a random oracle controlled by
a challenger who is responsible for answering the adver-
sary’s queries in the defined game model. Note that the
simulated results of each random query should be com-
putationally indistinguishable from those generated by a
real scheme. Basically, the concept of security proof is a
security reduction. That is to say, we can reduce a well-
known cryptographic problem such as CDHP to our pro-
posed scheme meaning that if there is any adversary win-
ning the game in CCA2 or CMA, the challenger that takes
the adversary’s advantages is able to break CDHP.

Definition 1. (Confidentiality) A cryptographic scheme
is said to achieve the security requirement of confiden-
tiality against indistinguishability under adaptive chosen-
ciphertext attacks (IND-CCA2) if there is no probabilistic
polynomial-time adversaryA with non-negligible advan-
tage in the following game played with a challengerB:

Setup:The challengerB first runs the Setup(1k) algorithm
and sends the system’s public parametersparams to the
adversaryA.

Phase 1:The adversaryA can make several queries adap-
tively, i.e., each query might be based on the result of pre-
vious queries:

- Proxy-Credential-Generation (PCG) queries:A makes
a PCG query with respect to the identity of target group
for judicial policemen.B returns the corresponding proxy
credential along with its warrant.

- Authenticated-Evidence-Generation(AEG) queries:A first
chooses an ordinary evidencem and then gives it toB
who will return corresponding authenticated evidenceδ
with a warrantmw.

- Authenticated-Evidence-Verification(AEV) queries:A sub-
mits the authenticated evidenceδ along with a warrant
mw to B. If δ is valid,B returns the converted ordinary
evidence (m, Ω), else, an error symbol¶ is outputted as
a result.

Challenge:The adversaryA produces ordinary evidence,
m0 andm1, of the same length. The challengerB flips a
coinλ←− {0, 1} and generates authenticated evidenceδ*
for mλ. The authenticated evidenceδ* is then delivered to
A as a target challenge.

Phase 2:The adversaryA can issue new queries as those
in Phase 1 except the AEV query for the target challenge.

Guess:At the end of the game,A outputs a bitλ′. The
adversaryA wins this game ifλ′ = λ. We defineA’s ad-
vantage asAdv(A) = |Pr[λ′ = λ]− 1/2|.

Definition 2. (Unforgeability) A cryptographic scheme is
said to achieve the security requirement of unforgeability
against existential forgery under adaptive chosen-message
attacks (EF-CMA) if there is no probabilistic polynomial-
time adversaryAwith non-negligible advantage in the fol-
lowing game played with a challengerB:

Setup:B first runs the Setup(1k) algorithm and sends the
system’s public parametersparams to the adversaryA.

Phase 1:The adversaryA adaptively makes PCG and AEG
queries as those in Phase 1 of Definition 1.

Forgery: Finally,A produces the authenticated evidence
δ* which is not outputted by the AEG query. The adversary
A wins if δ* is valid.

4.2. Security proof

We prove that the proposed scheme achieves the IND-CCA2
and the EF-CMA security in the random oracle model as
Theorems 1 and 2, respectively. The security proofs can
also be applied to its variant with message linkages, since
they have almost the same structure.

Theorem 1. (Proof of Confidentiality)The proposed scheme
is (τ , qh1

, qh2
, qh4

, qPCG, qAEG, qAEV , ǫ)-secure against
indistinguishability under adaptive chosen-ciphertext at-
tacks (IND-CCA2) in the random oracle model if there is
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Figure 2 The proof structure of confidentiality in Theorem 1.

no probabilistic polynomial-time adversary that can (τ ′,
ǫ′)-break the CDHP, where

ǫ′ ≥ qh4
(qh3

+ qh4
)−1(2ǫ− qAEV (qh2

+ qh4
+ 1)(2−k)),

τ ′ ≈ tλ(2qPCG + 4qAEG + 3qAEV + 4).

Here tλ is the time for performing a modular exponentia-
tion over a finite field.

Proof: Suppose that a probabilistic polynomial-time ad-
versaryA can break the proposed scheme with non-negligible
advantageǫ under CCA2 after running in time at mostτ
and asking at mostqhi

hi random oracle (fori = 1 to 4),
qPCG PCG, qAEG AEG andqAEV AEV queries. We
say thatA (τ , qh1

, qh2
, qh3

, qh4
, qPCG, qAEG, qAEV , ǫ)-

breaks the proposed scheme under CCA2. Then we can
construct another algorithmB that (τ ′, ǫ′)-breaks the CDHP
by takingA as a subroutine. Let all involved parties and
parameters be defined the same as those in Section 3.1.
The objective ofB is to obtain (gd0xv mod p) by taking
(p, q, g, yD, yv) as inputs. Fig. 2 depicts the above proof
structure of this Theorem. In this proof,B simulates a chal-
lenger toA in the following game.

Setup:The challengerB runs the Setup(1k) algorithm and
sends the system’s public parametersparams = p, q, g and
(yo, yD, yv) to the adversaryA.

Phase 1:A issues the following queries adaptively:

- h1 oracle: WhenA makes anh1 oracle of (mw, T ), B
first searches theh1-list for a matched entry; else, he

Figure 3 Algorithm of the simulated random oracleO-Sim h1.

Figure 4 Algorithm of the simulated random oracleO-Sim h2.

choosesv1 ∈R Zq, adds (mw, T , v1) into theh1-list,
and then returnsv1 as a result. We use the algorithm of
O-Sim h1(mw, T ) to expressB’s operation. The simu-
lated random oracleO-Sim h1 is detailed in Fig. 3. Note
that the function insert (N , b) will insert the valueb into
the listN .

- h2 oracle: WhenA makes anh2 oracle of (m, C, R),
B first searches theh2-list for a matched entry; else, he
choosesv2 ∈R Zq, adds (m, C, R, v2) into theh2-list,
and then returnsv2 as a result. We use the algorithm of
O-Sim h2(m, C, R) to expressB’s operation. The simu-
lated random oracleO-Sim h2 is detailed in Fig. 4.

- h3 oracle:WhenAmakes anh3 oracle ofZ = CK mod
p, B first searches theh3-list for a matched entry; else,
he choosesv3 ∈R Zq, adds (Z, v3) into theh3-list, and
then returnsv3 as a result. We use the algorithm ofO-
Sim h3(Z) to expressB’s operation. The simulated ran-
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Figure 5 Algorithm of the simulated random oracleO-Sim h3.

Figure 6 Algorithm of the simulated random oracleO-Sim h4.

dom oracleO-Sim h3 is detailed in Fig. 5.

- h4 oracle: WhenA makes anh4 oracle ofK, B first
searches theh4-list for a matched entry; else, he chooses
v4 ∈R {0, 1}

k, adds (K, v4) into theh4-list, and then re-
turnsv4 as a result. We use the algorithm ofO-Sim h4(K)
to expressB’s operation. The simulated random oracle
O-Sim h4 is detailed in Fig. 6.

- PCG queries:WhenAmakes a PCG query,B first chooses
a propermw and two integers (σ, v1) ∈R Zq to com-
puteT = gσyv1o modp whereh1(mw, T ) has never been
queried. ThenB adds (mw, T , v1) into theh1-list, and
returns (mw, σ, T ) as a result. We use the algorithm of
O-Sim PCG(mw) to expressB’s operation. The simu-
lated PCG oracleO-Sim PCG is detailed in Fig. 7. Note
that the functioncheck(N , b) will return a Boolean value
depending on whether the valueb is stored in the listN .

- AEG queries:WhenA makes an AEG query for the or-
dinary evidencem, B first obtains (mw, σ, T ) by making

Figure 7 Algorithm of the simulated PCG oracleO-Sim PCG.

Figure 8 Algorithm of the simulated AEG oracleO-Sim AEG.

a PCG query and computesC = Tg−σ modp andK =
yσv modp. Then he choosesS, v2 ∈R Zq to computeR =
gSyv2D modp whereh2(m,C,R) has never been queried,
adds (m,C,R, v2) into theh2-list, and derives (W ,Q) as
Eqs. (13) and (14), respectively. Finally,B returnsδ = (Q,
W , R, T ) along withmw as the result. We use the algo-
rithm of O-Sim AEG(m) to expressB’s operation. The
simulated AEG oracleO-Sim AEG is detailed in Fig. 8.

- AEV queries:WhenA makes an AEV query for the au-
thenticated evidenceδ with a warrantmw, B first obtains
v1 by making anh1(mw, T ) query, finds out all (Ki,
v4i)’s from theh4-list and computesSi = h3(CKi mod
p)−1W modq, for i = 0 toqh4

−1. If h2(*, C,R) has ever
been queried,B retrieves all possible (mj, v2j )’s from the
h2-list and checks ifmj = Q⊕ v4i andR = gSiy

v2j
D mod

p. If they holds,B returns{mj, Ω = (Si, R, T ), mw}
as a result. Otherwise, an error symbol¶ is returned. We
use the algorithm ofO-Sim AEV (δ, mw) to expressB’s
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Figure 9 Algorithm of the simulated AEV oracleO-Sim AEV .

operation. The simulated AEV oracleO-Sim AEV is de-
tailed in Fig. 9.

Challenge:A generates ordinary evidence,m0 andm1,
of the same length. The challengerB flips a coinλ ←−
{0, 1} and chooses a proper warrantmw*. He further chooses
S*, σ, v1, v2, v3 ∈R Zq andv4 ∈R {0, 1}k to compute
C = yv1o mod p, T * = (yσD)C mod p, R* = gS

∗

yv2D mod
p, Q* = v4 ⊕ mλ andW * = v3S* mod q. To ensure the
consistency of simulated random oracles,B adds two en-
tries (mw, T *, v1) and (mλ, C, R*, v2) into theh1-list
andh2-list, respectively. Note thatB has implicitly defined
h3(CK*) = v3 andh4(K*) = v4, whereK* = (yσD)xv mod
p and he does not know it. Finally, the authenticated evi-
denceδ* = (Q*, W *, R*, T *) and the warrantmw* is
given toA as a target challenge. We use the algorithm of
Sim Challenge(mλ) to expressB’s operation. The simu-
lated SimChallenge is detailed in Fig. 10.

Phase 2:A makes new queries as those stated in Phase 1
except the AEV query for the target challengeδ*.

Analysis of the game:Consider the above simulations of
PCG and AEG queries. One can see that simulated results
are computationally indistinguishable from those gener-
ated by a real scheme. We refer the simulations of PCG and
AEG queries to be perfect. Then we evaluate the simula-
tion of AEV queries. From the algorithms ofO-Sim AEV ,
we find out that it is possible for an AEV query of some

Figure 10 Algorithm of the simulated SimChallenge.

valid δ to return the error symbol¶ on condition thatA has
the ability to produceδ without asking the corresponding
h2(mλ, C, R) or h4(K) random oracles in advance. Let
AEV ERR be the event that an AEV query returns the er-
ror symbol¶ for some validδ during the entire game, and
VLD an event that the authenticated evidenceδ submitted
byA is valid. QH2 and QH4 separately denote the events
thatA has ever asked the correspondingh2 andh4 random
oracles beforehand. Then we can express the error proba-
bility of any AEV query as

Pr[V LD|¬QH4 ∨ ¬QH2]
= Pr[V LD|¬QH4] + Pr[V LD ∧QH4|¬QH2]
= Pr[V LD ∧QH2|¬QH4] + Pr[V LD ∧ ¬QH2|¬QH4]
+Pr[V LD ∧QH4|¬QH2]
≤ qh2

(2−k) + (2−k) + qh4
(2−k)

= (qh2
+ qh4

+ 1)(2−k).

SinceA can make at mostqAEV AEV queries, we can
further express the probability of AEVERR as

Pr[AEV ERR] ≤ qAEV (qh2
+ qh4

+ 1)(2−k). (19)

Additionally, in the challenge phase,B has returned a sim-
ulatedδ* = (Q*, W *, R*, T *) where T * = yσDC mod
p, which implies the secretK* is implicitly defined as
(yσD)xv modp. Let GP be the event that the entire simu-
lation game does not abort. Obviously, if the adversaryA
never asksh3(CK*) or h4(K*) random oracles in Phase
2, the entire simulation game could be normally termi-
nated. We denote the two events thatA does make an
h3(CK*) and h4(K*) query in Phase 2 by QH3* and
QH4*. When the entire simulation game does not abort,
it can be seenA gains no advantage in guessingλ due to
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the randomness of the output of random oracles, i.e.,

Pr[λ′ = λ|GP] = 1/2. (20)

Rewriting the expression ofPr[λ′ = λ], we have

Pr[λ′ = λ] = Pr[λ′ = λ|GP]Pr[GP]

+Pr[λ′ = λ|¬GP]Pr[¬GP]

≤ (1/2)Pr[GP] + Pr[¬GP] (by Eq. (20))

= (1/2)(1− Pr[¬GP]) + Pr[¬GP]

= (1/2) + (1/2)Pr[¬GP]. (21)

On the other hand, we can also derive that

Pr[λ′ = λ] ≥ Pr[λ′ = λ|GP]Pr[GP]

= (1/2)(1− Pr[¬GP])

= (1/2)− (1/2)Pr[¬GP]. (22)

With inequalities (21) and (22), we know that

|Pr[λ′ = λ]− 1/2| ≤ (1/2)Pr[¬GP]. (23)

Recall that in Definition 1,A’s advantage is defined as
Adv(A) = |Pr[λ′ = λ]− 1/2|. By the initial assumption,
A has non-negligible probabilityǫ to break the proposed
scheme. We therefore haveǫ = |Pr[λ′ = λ] − 1/2|. Com-
bining Eq. (23), we can further deriveǫ ≤ (1/2)Pr[¬GP].
From the above analyses, we have known that the entire
simulation game aborts, denoted as¬GP, if one of the
events QH3, QH4 and AEV ERR occurs. Consequently,
we obtain

ǫ = (1/2)(Pr[QH∗
3 ∨QH∗

4 ∨ AEV ERR])

≤ (1/2)(Pr[QH∗
3] + Pr[QH∗

4] + Pr[AEV ERR])

Combining Eq. (19) and rewriting the above inequality, we
get

(Pr[QH∗
3] + Pr[QH∗

4]) ≥ 2ǫ− Pr[AEV ERR]

≥ 2ǫ− qAEV (qh2
+ qh4

+ 1)(2−k).

If the event(QH∗
3∨QH∗

4) happens, we claim that the value
K* = (yσD)xv modp will be stored in some entry of theh4-
list with the probability ofqh4

(qh3
+qh4

)−1. Consequently,
B has non-negligible probability

ǫ′ ≥ qh4
(qh3

+ qh4
)−1(2ǫ− qAEV (qh2

+ qh4
+ 1)(2−k))

to outputK∗σ−1

= gd0xv and solve the CDHP. The com-
putational time required forB is τ ′ ≈ τ + tλ(2qPCG +
4qAEG + 3qAEV + 4).

Q.E.D.

In 2000, Pointcheval and Stern introduced the Forking
lemma [21] to prove the security for generic digital sig-
nature schemes in the random oracle model. If we apply
their techniques to prove our scheme, we can first obtain
two equations below:

R = gSy
h2(m,C,R)
D modp,

R = gS
′

y
h′

2
(m,C,R)

D modp.

Figure 11 The proof structure of unforgeability in Theorem 2.

By combining the above two equalities, we can further de-
rive the private keyd0 as

d0 = (S − S′)/(h′
2(m,C,R)− h2(m,C,R))

and hence solve the DLP for the instance (p, q, g, yD = gd0

modp).
Still, to give a tight reduction from the hardness of DLP

to our proposed scheme, we present another more detailed
security proof and the advantage analysis as Theorem 2.

Theorem 2. (Proof of Unforgeability)The proposed scheme
is (τ , qh1

, qh2
, qPCG, qAEG, ǫ)-secure against existen-

tial forgery under adaptive chosen-message attacks (EF-
CMA) in the random oracle model if there is no proba-
bilistic polynomial-time adversary that can (τ ′, ǫ′)-break
the DLP, where

ǫ′ ≥ 4−1(ǫ− 2−2k)3(q−1
h2

),

τ ′ ≈ τ + tλ(4qPCG + 10qAEG).

Here tλ is the time for performing a modular exponentia-
tion over a finite field.

Proof: Suppose that a probabilistic polynomial-time ad-
versaryA breaks the proposed scheme with non-negligible
advantageǫ under CMA after running in time at mostτ
and asking at mostqhi

hi random oracle (fori = 1 to 4),
qPCG PCG andqAEG AEG queries. We say thatA (τ ,
qh1

, qh2
, qh3

, qh4
, qPCG, qAEG, ǫ)-breaks the proposed

scheme under CMA. Then we can construct another algo-
rithmB that (τ ′, ǫ′)-breaks the DLP by takingA as a sub-
routine. Let all involved parties and notations be defined
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the same as those in Section 4.1. The objective ofB is to
obtaind0(= loggyD) by taking (p, q, g, yD) as inputs. Fig.
11 depicts the above proof structure of this Theorem. In
this proof,B simulates a challenger toA in the following
game.

Setup: The challengerB runs the Setup(1k) algorithm to
obtain the system’s public parametersparams = {p, q, g}
and comes up with a random tape composed of a long se-
quence of random bits. ThenB simulates two runs of the
proposed scheme to the adversaryA on inputparams, yo,
yD, yv = gα modp whereα ∈R Zq, and the random tape.

Phase 1:A adaptively askshi, for i = 1 to 4, random or-
acle, PCG and AEG queries as those defined in Theorem 1.

Analysis of the game:According to the analyses of The-
orem 1, the simulations of PCG and AEG queries are per-
fect. Namely, the adversaryA cannot distinguish whether
he is playing in either a simulation or a real scheme. Let
VLD be the event thatA forges a valid authenticated evi-
denceδ = (Q, W , R, T ) along with a warrantmw for his
arbitrarily chosenm. SinceA has non-negligible proba-
bility ǫ to break the proposed scheme under CMA by the
initial assumption, we know that

Pr[VLD ] = ǫ.

Now we further consider the situation whereA is able to
output a validδ without askingh2 random oracles in ad-
vance. Let (¬QH2) be the event thatA guesses correct
output value ofh2(m, C, R) without asking the random
oracle, i.e.,Pr[¬QH2] ≤ 2−k. Then, we can express the
probability thatA outputs a valid forgeryδ = (Q, W , R,
T ) after askingh2 random oracle as

Pr[VLD ∧QH2] ≥ (ǫ − 2−k).

With the initially selected private keyα, B can recoverm
and obtain the parameterS.

ThenB launches the second simulation. He again runs
A on the same input. Since the adversaryA is given the
same sequence of random bits, we can anticipate that the
i-th random queryA asks will always be the same as the
one in the first simulation. In the second simulation,B re-
turns identical results as those he responds in the first time
until A makes theh2(m, C, R) query. At this time,B di-
rectly gives another answerv∗2 ∈R Zq rather than original
v2. Meanwhile,A is then supplied with a different random
tape which also consists of a long sequence of random bits.
From the statement of “Forking lemma”, we can learn that
whenA finally makes another valid forgeryδ∗ = (Q, W ∗,
R, T ) whereh2(m, C, R) 6= h∗

2(m, C, R), B could solve
the DLP with non-negligible probability. To analyzeB’s
success probability, we use the “Splitting lemma” [21] de-
scribed below:

Let X andY be the sets of possible sequences of ran-
dom bits and random function values provided toA before
and after theh2(m, C, R) query is issued, respectively. It
follows that on inputting a random value(x ‖ y) for any

x ∈ X andy ∈ Y , A returns a valid forgery with non-
negligible probabilityǫ, i.e.,

Prx∈X,y∈Y [VLD ] = ǫ.

By the “Splitting lemma”, there exists a subsetD ∈ X
such that

(a).Pr[x ∈ D] = |D| · |X |−1 ≥ 2−1ǫ.

(b).∀x ∈ D,Pry∈Y [VLD ] ≥ 2−1ǫ.

If we let ρ ∈ D andy′ ∈ Y separately be the supplied
sequences of random bits and random function values be-
fore and afterA makes theh2(m, C, R) query,A is able
to make a valid forgery in the second simulation with the
probability of at least(2−1ǫ)2 = 4−1ǫ2, i.e.,

Prρ∈D,y′∈Y [VLD ] ≥ 4−1ǫ2.

Since we have known thatA eventually returns another
valid δ∗ = (Q, W ∗, R, T ) with h2(m, C, R) 6= h∗

2(m, C,
R) is q−1

h2
, the probability ofB to solve the DLP in the

second simulation can be represented as

ǫ′ ≥ (ǫ − 2−k)(4−1(ǫ − 2−k)2)(q−1
h2

)

= (4qh2
)−1(ǫ− 2−k)3.

Moreover, the computational time required forB in one
simulation is

τ ′ ≈ τ + 2tλ(2qPCG + 4qAEG).

Q.E.D.

According to Theorem 2, the proposed scheme is se-
cure against existential forgery attacks. That is, the private
key cannot be forged and the group for judicial policemen
cannot repudiate generated authenticated evidence. Hence,
we obtain the following corollary.

Corollary 1. The proposed scheme satisfies the security
requirement of non-repudiation.

5. Conclusion

From the perspective of realistic consideration, we pro-
posed an efficient and secure data protection method for
computer forensics in this paper. Our design idea is mo-
tivated by the practical forensic procedure in legal cases.
To provide better flexibility, the proposed scheme equips
any t-out-of-n judicial policemen to cooperatively gener-
ate valid authenticated evidence on behalf of the investi-
gating authority rather than the whole group. For facili-
tating the encryption/verification of large evidence, a vari-
ant with message linkages is also introduced by dividing
it into many smaller blocks. Compared with existing re-
lated cryptographic mechanisms that take both the prop-
erties of confidentiality and authenticity into considera-
tion, our method provides better functionalities and effi-
ciency. Moreover, to guarantee the feasibility of proposed
work, we also proved that the proposed scheme achieves
the IND-CCA2 and the EF-CMA security in the random
oracle model.
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