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Abstract: The divisible load scheduling is a paradigm in the area dfitisted computing. The traditional divisible load theadsy
based on the fact that, the communications and computati@sbedient and do not cheat the algorithm. The literattireview
shows that the divisible load model fail to achieve its optiimerformance, if the processors do not report their truepzdation rates.
The divisible load scheduling with uncertain communicatiates has not been considered in the existing researchpidtilem lead
us to propose a priority based divisible load schedulinghoet The goal is to decrease the negative effects of comatimicrate
cheating on the total finish time. The proposed method has éseemined on several function approximation problems. fibiind that
the proposed method is extremely more efficient than eithtrecother methods.

Keywords: Divisible load scheduling, priority-based method, comination rate cheating, analytical hierarchy process (AHP)

1 Introduction can be found in%2.
The traditional DLT is based on the fact that, the

The first articles which concerned the divisible load theoryprocessors  report their true computation and
(DLT) were published in 19881]2]. Based on the DLT, communication rates, i.e., they do not cheat the algorithm.
itis assumed that the computation and communication cafn the real applications, the processors may cheat the
be partitioned into some arbitrary sizes, in which each par@lgorithm. It means, the processors may not report their
can be processed independently by a processor. true computation or communication rates. This issue was

Over the past two decades, the DLT has found a widenvestigated by Thomas E. Carroll and Daniel Grosu in
variety of applications in the area of parallel processing,their research publication28 24]. The results of their
e.g., linear algebrad], image and vision processing,p, research indicate that the computation cheating reduces
6], and data grid application3]. Moreover, the DLT was the performance of the divisible load scheduling. In fact,
applied to a wide variety of interconnection topologies, the DLT obtains its optimal performance only if the
including daisy chain, bus, single-level tree , multi-leve processors report their true computation rates. The same
tree PB], three-dimensional meshe®)]] k-dimensional ~ Problem can be considered in the communication rate as
mesh [L0], hypercubes]1], and arbitrary graphsip]. It well. It means, the communication rate cheating also may
also has been applied in heterogeneousd,[ decreases the performance of computing in the divisible
homogeneous platforms 14], grid based method load scheduling model. This paper focuses on the
scheduling 7,15, and cloud based job schedulingd. communication rate cheating problem. In order to reduce
There are extensive recent studies concerning the variod§e effects of communication rate cheating problem on
aspects of divisible load scheduling theory, including, the performance of divisible load scheduling, we propose
multi-installment processinglf], adaptive and probing @ priority-based divisible load scheduling method. The
strategies [8,19,20], memory limitation 1], and so on.  priority-based method is a new approach in the area of the
A comprehensive review on the divisible load schedulingdivisible load scheduling.
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The rest of this paper is organized as follows. Section
2 gives some information concerning the background anc
related works. Sectiof is the preliminaries of this paper.
Section 4 explains the proposed method and related .
algorithms, and sectio® presents some experimental F
results to support the proposed method. Finally, se@ion |
provides a conclusion.

0

2 Background i

2.1 Divisible Load Scheduling FRRL S ; K
Computation time

In general, the DLT assumes that, the computation anc
communication can be divided into some parts of
arbitrary sizes, and these parts can be independentl
processed in parallel. The DLT assumes that, initially
amountV of load is held by the originatgy. A common
assumption is that, the originator does not conduct any
computation. It only distributes the load into pagis oy,

C;_”F]to be gytqcesfsecjtr?n Wot_rkerlprolcissp@_sptlﬁ .t“,th attributes level, and alternatives level. Each level uses
Pm. 1he conadition for the optimal solution IS that, IN€ 4 5aris0n matrices for comparing the priorities.

processors stop processing at the same time; otherwise, Assume thai = [a;;] is a comparison matrix. Each
the load could be transferred from busy to idle processor%mry in matrixA is posj,itive In this caseA is a sduare
to improve the_solut|on t|me2!5]. The gqal IS to calqulate matrix (Anxn). There is only a vector of weights such as
0o, a1, ..., Om in the DLT timing equation. According to U=(Uy, Up, ..., Un) associated with any arbitrary

{26] th? tlmllng e%uathtr; (Clgsihfolfnrl) fqr a smg{g-le\{el comparison matrix such a&. The relationship between
ree network can be written by the following equations:  {he elements of comparison matiia) and its vector of

¥ig. 1: Gantt chart-like timing diagram for divisible load in sieg|
level tree network.

_ (Zlecm+Wj1Tcp> . " weights(u) is shown in the following equation:
i — ]
and . . aj { 1 = | 4)
[ Alem+Wrlcp
ao_< w1 Tep )al @ An essential step in AHP is to calculate vector of

L . weights()) which can be computed by the following
Moreover, the total finish time can be calculated by theequation:

following equation: AU= Amax.U (5)

T = aowoTep (3)  whereAmax denotes the principal eigenvalue Afandu
denotes the corresponding eigenvectoA i absolutely
whereag+ a; + --- + am = V. Throughout the paper we consistent, theRmax= n.

assume thalep = Tem = 1. A metric for evaluating consistency of comparison matrix
The Gantt chart-like diagram for this case is depictedis named consistency rat€R), it can be calculated by the
in Fig. 1. following equation:
Cl
CR= (6)

RI
where Rl and CI denote the random index and

The first article, concerning the analytical hierarchy Consistency index respectively. The consistency index
process (AHP) was published ig7. It is a multi-criteria ~ (Cl) can be calculated as the following equation:
decision-making (MCDM)/ multi-attribute A
decision-making (MADM) model. Over the past two Cc| = fmax © 7)
decades, the AHP has found a number of applications in n-1
various fields 28,29]. The AHP is a suitable method for If CR < 0.1 then comparison matrix will be consistent.
solving priority-based scheduling with a wide range of Furthermore,RI in Eq. (6) can be obtained by using
attributes and alternatives as wel(]. In general, the Tablel. Other methods for calculatirgl are available in
AHP consists of three levels, including objective level, [27,29,31].

2.2 Analytical Hierarchy Process
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Table 1: Random IndexRlI) vs. the number of rows (N) of matrix Table 2: Definitions and Notations.
N 2 3 4 5 6 7 8 9 Notation | Description Notation | Description
RI'| 0.00| 0.58| 0.90| 1.12| 1.24| 1.32| 141 | 1.45 Pj The j processor| m Number of
processors
Wj Computation Zj Communication
rate of pj rate ofp;
2.3 Related Works V Total size of data| v Size of probing
aj Initial fraction of | k Number of probing
The main idea of the processor cheating refers tg load for p;
misreporting and time varying problem which was | T® Expected finish | T° Observed finish timg
investigated in respect of divisible load scheduling in time in theith probing
1998 [B2]. A few years later, Thomas E. Carradt al., T Observed time of| 2; Communication rate
focused on application case of misreporting in the it" probing forp; in it probing for pj
divisible load scheduling 23,24]. They proposed a | T(V) Time taken for T(V) Time taken for
strategyproof mechanism for the divisible load scheduling processingy/ processing

under various topologies, including the bus and

multi-level tree network. However, the cheating problem

may occur if the processors execute their fraction of loads

with different rates. Suppose that the root processor A ranking function denoted BY(T1, T2) can be defined
allocates o =(ap, 01, ..., om) fraction of load for  as the following equation:

processors. This allocation is based on the assumption

that, the computation and communication rates ppf n+1 n>0

(=1, 2,..., m) are equal tav; andz; respectively. In

fact, po learns the actual computation rate @foncep; Y(Ty,To) =
completes execution of its fraction of load. The root

processor also learns the actual communication rate once 1 n=0
the fraction of load is sent to the worker processors and

received the response. Carrelt al., indicated that the | sima 1 Assume thatiTand T are two real numbers and

divisible load scheduling model obtains its optimal y is 4 ranking function. The following equation indicates
performance only if the processors report their truei,e main property of:

computation rates. Subsequently, the problem was

continued by the other researcher33][ In [33] a

multi-objective divisible load method has been proposed. Y(T,T2) =

The multi-objective method can reduce the effects of

computation rate chgatmg on the performance of t.heLemma 2Assume that A is a comparison matrix, and

divisible load scheduling. The same problem concerning, _ (1,1 1)T. We also assume that u anih a're
e . : e=(11,...,1)". ax

the communication rate cheating can be considered. Thi rincipal eigenvector and eigenvalue of A respectively.

pafferrrl;ocrt]]ses c:cn tdr;\(/ai ciginmlumdcatlor;]r?jte"ﬁhea}:m? Ot?“th rincipal eigenvector (u) can be calculated as the
performance o sible load scheduling. Fo Sfollowingequation:

purpose we use the analytical hierarchy process (AHP).
The first application of the AHP concerning the DLT was ¢t
proposed in34]. That work contains a general form of a u= lim 1s Ae (11)
multi-criteria divisible load scheduling. In the present {—oo ft; e'Ale

study we propose a priority-based divisible load method.

The proposed method is able to handle the priority ofalso Amax the corresponding eigenvalue of u can be
processors in order to reduce the effects ofcalculated as the following equation:

communication rate cheating on the performance.

4 n<o0 9)

V) o

. eTA*le
o Amax= liM =7 (12)
3 Preliminaries

Proof A method for proof can be found ir2f].

Table2 indicates the basic notation used in this paper.

Definition 1.(Ranking Function). Assume that and b
are two real numbers. For any s R" (positive real
number), we find n that satisfies the following equation:

Lemma 3Assume that An = (as) iS a comparison
matrix, then A is consistent if:

Qs = rq X Agq (13)

T T
{15 szn (8) forallr,s, g=1,2,...,nR7.
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4 Proposed Model

4.1 Problem Description

The basic assumption for the DLT is that, the
communications and computation rates are obedient. Thi
assumption can be provided by the following theorem
[39].

Theorem 1Assume that {9 p2, ..., Pm are m processors
which are interconnected togp by a single-level tree
network topology. We also assumed thatz, ..., z,, are

the communication rates of the m processors. It is alsa
assumed that yy wy, ..., Wy are the computation rates of
the m+ 1 processors. Thus, the processing time will be
minimum if the processors satisfy the two following
conditions:

oI

1z<z,
2w < Wj1.

In this paper we assume that the computation rates ar
obedient. We investigates the divisible load scheduling in
a different priority. The following theorems indicate the
motivation of this paper.

Theorem 2Considering the assumptions of Theordm _ _ _
the communication rate cheating problem increase the Fig. 2: A hierarchical framework for the proposed model.
processing time.

ProofClearly the communication rate cheating problems
change the optimal arrangement of processors which wa4.2 Framework
explained in Theorem. Therefore the communication
rate cheating problems increase the processing time in
divisible load scheduling model.

ghe proposed method obtains some information about the
communication rates of the worker processors. The
gathered information helps the algorithm to calculate the
The proposed priority-based method wuses aestimated differences of communication rates of the
communication-based probing strategy. The probingworker processors. A hierarchical framework for the
strategies are appliddtimes on the processors. The goal proposed method is shown in Fig. In this framework,

is to provide a set of communication rates for the workerwe consider three levels, including objective level (DLT),
processors. In fact, we obtakdifferent priorities for the  probing level €1, ¢y, ..., k), and processor levepq, pz,
processors. By using the analytical hierarchy process.., pm). At the first level we have only one node which
(AHP) the priorities can be combined. The following presents the optimal value of scheduling. At the second
theorem indicates how to combine the priorities in orderlevel we considek criteria. The criteria can be calculated
to estimate the best priority for the processors. in probing process. The total finish time in each probing
process can be considered as the corresponding value of
criterion. At the last level the processors are compared
based on the total finish time. A descriptive framework
for the proposed method has been shown in Big.

Theorem 3Assume thap' = (pj, 05, ..., p}, ..., pi) is a
priority vector. It is also assumed that, p?, ..., p', ...,
pk are k priority vectors and 1, ro, ..., Ij, ..., I are
corresponding priority values respectively. The best
estimated priority can be computed by the following

equation: 4.3 Description of the Proposed Method
% p{rj The proposed method consists of three phases, including
1,2 k i= communication-based probing, decision making, and load
Py Py P /T ko allocation
Pz p5 - Py || T2 3 Pafj '
p=| 7 . =11 (14)
R ] : 4.3.1 Communication-based Probing
Pm Pm --- Pm Mk kK .
h prJnrj In this phase, the originator obtains some information
=1 about the behavior of worker processors, including actual
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- Table 3: Sample of population produced by communication-
-l_ _ _ _|Divisible Load

Scheduling based probing phase.

The changes of communication rat

£S

i’roblng _leptia_lt_%d time| 2pl Pz ... Pm
1 1 11 212 - | 4m
2 T20 — Tze 221 222 . 22m
Probing process
1 Allocate load based on initial communication rate : . :
g E)éecglrjéett:‘e agl%ﬁsg\ﬁjﬁiigﬁo%‘rlglaedamobmed finish time i [0] e 5. 5. 5.
i—1 T2, -T2, 411 | 422 | - | Zoam
o i T°-T° %1 Zo | ... | Zm
i+1 T TS | Zwaa | 2412 | - | Ziam

Yes

Decision Making : : : ..
e k-1 [0, Tey | %11 | %12 | &cim
3.Sort the processors based on priorities £ S =
. . K T -T¢ 2a 20 Zm
- Load Allocation
1.Allocate load based on sorted processors
2.Calcalute fraction of load
Fig. 3: A descriptive framework for the proposed model. Algorithm 1 Communication-based Probing(wn,
Input: A small part of loadf) and a network withm+ 1

processors
Output: A population of recorded data
ConsiderZ = (z1,2,...,Zm).

communication rates and cheated time. In fact, the 1 .
originator learns the communication rates of worker 2: Considerz; = (21,25, ., 2m).

- 3: Distribute v load to processors based on using
processors after transferring the allocated load. The

. . o . Algorithm 2.
recorded information helps the originator to consider the ,. Compute T®
best priority to the processors for allocating their frant 5 i1 :
of load. This phase consists of the following steps: 6: whilei < kdo
7. Distribute v load to processors based dfj using
Algorithm 2.

—step 1. The originator distributes (v < V) amount 4.
of load on the worker processors. In this case eachg.  cajculate theT¢ for j = 1.2....,m; using Eq. (5.
processor receives its fraction of load based on they. Calculate T° using Eq. (6).
initial communication rates of the worker processor. 11:  Record 2; for p

—step 2: Each worker processor calculates its finish 12: Record T° — T;¢
time based on its actual communication rate. It can be13: i« i+1
calculated by the following equation: 14: end while

15: return: A population of recorded data.

CalculateZ; = (%1,%o, ..., 2m)-

TiJQZCYij—FUjo (15)

—step 3: The root processor computes observed total ,
finish time which is denoted byr®. It can be Algorithm 2 Allocate(w, z,v)

calculated by the following equation: Input: @ ={ po, Py, ..., Pm } @ single level tree
Output: load allocating a to the
processors

TiO:MaX(Ti(l)vTi(Z)ﬂ"'ﬂTi?ﬂ"'vTi%) (16) 1 j«1

2: while j <mdo
3 ke ol

The originator also calculates the estimated finish time ,. | h.Z”W"

s : while
denoted byr,°. o v
—step 4:Information about the processors, includigg ~ _ L2 Neaks

andT.° — T.¢ would be recorded. 5 je1
6: while j <mdo
7. aj«—kjaj_1

Table3 indicates the population which is gathered by the 8: end while
communication-based probing phase. Furthermore, the
details of probing phase is indicated in Algorithths
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Algorithm 5 Corresponding Principal Eigenvector ()

4.3.2 Decision Making

Input: A Comparison matrixDnyn

Output: Corresponding principal eigenvector Bf«n

In this phase we use the gathered information of previous,
phase in order to estimate the best priority of processors.
This phase consists of four following steps:

—Step 1: (Making Comparison Matrix for Criteria)n

this step, each of the probing process can be
considered as a criterion. The comparison matrix of ..
communication criterion can be calculated by
Algorithm 3. The algorithm uses the difference of g
observed finish timeT°) and expected finish time .

2:
3:
4:
5:

1. /1«1

e+ (1,1,...,1)
D'e

. e'Dle .
while (D is not consistentjio
D'e
heh+ e

{+—0+1

7: end while

h
ReturnA

(T;®) which are shown in Tabl8.

Algorithm 3 Making Comparison Matrix for Criteria()

Input: T2—T&, T -T5, ..., TO-T¢
Output: a comparison matrix for
criteria

1: for r=1to kdo

2:  for t=r+1to kdo

3 Cn=¥T-TE T -T9
4 Clr=W(P-T8 T0-T9)
5.  end for

6: end for

7: for r=1to kdo

8 (=1

9: end for

—Step 2: (Checking Consistencyfrtach comparison
matrix must be consistent. The consistency of
produced comparison matrix irstep 1, can be
investigated by Algorithrd.

Algorithm 4 Checking Consistency ()

Input: Comparison matribn.n
Output: Boolean

whereQ' is the comparison matrix of attributes in the
i'" probing process. Using Lemn3ait can be seen that
Q' is consistent.

—Step 4: (Calculating the Vector of Weightblow, we

havek consistent matrices. There are several methods
for calculating the vector of weights of a consistent
comparison matrix. The most frequent used method
for calculating the vector of weights of comparison
matrix is theSum-method27,28]. In this paper, we
applied theSum-methodAssume thatQ' is the it
comparison matrix, then the corresponding vector of
weights of Q' can be calculated as the following
equation:

i ZsrilQirs

U——sS1¥s 1o m i=12,.
S 28 Qs

kK

(18)
wherek and m are the number of probing and the
number of processors respectively.

We also suppose that is defined as the following
equation:

Description: uf w2 ..Uk
1: Compute Amaxusing Eq. (12); ub ug ... U
2: Compute Cl by solving Eq. (7); A= [ulu2 wW=1| ° . ) (19)
3: Compute CRby solving Eq. (6); o
4: if CR<0.1then ub V2, .Uk
5:  matrix is consistent
6: else
7:  matrix is not consistent Now, suppose tha€ is the comparison matrix of
8: end if communication criteria. It can be calculated using
Algorithm 3. we also calculate the priority vector Gf
i ) ) ) using Algorithm 5. It is depicted by the following
—Step 3: (Making Comparison Matrix for Attributes). equation:
In this step, comparison matrices must be computed
for the processors based on the criteria. The A= [)\1)\2~~~)\k]T (20)
comparison matrices present the effects of processor’s
cheating on the other processors. The comparison Finall te theriorit tor of distributi
matrix of it" probing can be defined as the following inally, we compute theriority vector ot distribution
e P denoted byPV D. It can be calculated by the following
quation: ¢
5 equation:
i e r#s
Qs=1q a7)
1 r=s PVD=A x A (21)
(@© 2015 NSP
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Algorithm 6 Decision Making ()

Input: mworker processors labeled Ipy, po, ..., Pm

Output: Allocated fraction of load

Description:

1. Leti+1

2: A < nil

3: whilei <kdo

4:  Make Q' using Eq. 17).

5.  Calculateu' for Q' using Eq. (8)

6: Attach utoA

7. i+i+1

8: end while; Note: at the end of this loop we hava =
[ulu2. . UK

: Make C as the comparison matrix of criteria based on
probing using Algorithn8.
Calculate A for Rusing Algorithm5.
PVD+—A x A;
for i=1tomdo
AssignprocessoP; with jth element ofPV D
end for
Sort processors based on theiv D value
Allocate fraction of load to the sorted processors using
Algorithm 2.

10:
11:
12:
13:
14:
15:
16:

ThePV Dcan be also shown as the following equation:

k .

ul o .. u'é M 2 1WA

1.2 k 13

us U5 ... U Ao PXIMILY

2 U 2 —1U2A]j
pvD=| 2 27" =1
YAV .

Un Um -+ Uy )\k ZJk:lU#n/\j

22)

Each element oPVD is the corresponding priority
value of a processor to get a fraction of load.

4.3.3 Load Allocation

Clearly, tprobing iS the complexity of Algorithmi . It can
be calculated by following equation:
torobing = C1 X KX maxajzj) (24)
Moreover,teaiculating IS the complexity of Algorithn6. It
can be calculated by following equation:
tealculating= C2 X £ X k2.81+4 ¢z x £ x n?8L (25)
where c;, cp, and c3 are three constant numbers. The
other parameters, includirg ¢, andm are the number of
probing, the number of steps to obtain a consistent
comparison matrix, and the number of processors

respectively. In Eq.45), we consider Strassen’s algorithm
[36] for multiplication of two matrices.

5 Experimental Results

The experimental result consists of the three following

scenarios:

— Scenario 1 In the first scenario, we consider five
processors, which are interconnected in a single level
tree network, see Fidl. It is assumed thatyg is the
root processor an@i, pz, p3 and ps are the worker
processors. It is also assumed theg=0.1, z=0,
w;1=0.1, z1=0.01, w»,=0.2, z,=0.02, w3=0.3, z3=0.03,
w;=0.4, andz=0.04. We perform the probing process
three times. In this case, it is assumed that the four
worker processors do not cheat the algorithm in the
three probing processes.

In this phase the worker processors are sorted based on

their corresponding value of tH&/ D. The root processor

allocates the fraction of load to the sorted processors. A

processor with the highef®vVD value must obtain its
fraction of load first. The details of proposed method are
indicated by Algorithn®b.

4.4 Complexity Analysis

In this section, we calculate the effects of complexity on
the total finish time in the proposed method. In this case
the operational definition of complexity of proposed

method is the number of computations that the root
processor must execute along with the total finish time.
The complexity of computation in the proposed method

Fig. 4: Single level tree network with five processors.

Thus the comparison matrix for the probing processes
can be shown by the following equation:

1.00 100 100
1.00 100 100
1.00 100 100

R:

The vector of weights for matriR, can be calculated
as follows:

can be calculated by the following equation: 0.33
NA=1]033
tcomplexity: tprobing+tcalculating (23) 0.33
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priority

90
80
1]
60
.50
40
30, -

200 - =
A0 -

'mlj) robjng £

We also calculate the comparison matrix for processors
in each probing process. In the three probing processes
we have the following matrices:

1.00 200 300 400
0.50 100 150 200
0.33 066 100 133
0.25050 075 100

QPI’]_ — QPrZ — QPF3 —

priority

mEE

RS B i RE ]

probing 2 probing 3 OVERALL

Probing level

Fig. 5: The priority of processors in three probing.

Now, we calculated using Egs. 18) and (9). Thus,
we have:

Processing time (ms)

four times. It is also assumed ttmican be changed in
the various probing processes. The processing time in
the four probing is indicated in Fig. The details of
probing process are shown in Takdle

0.1000 T T T T T
Probing 1
probing 2

Probing 3 HEEEE —
probing 4 N

0.0900 -
0.0800 o
0.0700 [ =
0.0600 [ | l a
0.0500 - - i

0.0400 — =

0.0300

Processors

Fig. 6: Processing time in different probing processes.

Table 4: Sample of population produced by probing phase.

Communication rates
0.40 040 040 Probing | Cheated time| p; p2 Pz | pa
A = [utuP®] = 020020020 1 0.00582 0.02 ] 0.03| 0.04 | 0.01
013013013 > 0.03394 003 0.04]| 002] 001
0.10 010010 3 0.03803 0.05| 0.06 | 0.07] 0.00
Finally, we calculate th®V D as the following matrix: 4 0.03178 008]001] 0.07] 0.09
8‘218 ggg ggg 0.33 8‘218 Using Algorithm3, the comparison matrix for probing
PVD=AAN= 0:13 0:13 0:13 823 = 0:13 can be calculated as follows:
0.10010010 : 0.10 1.000 35561 31046 3852

According to the proposed algorithm, at first, the
processom; gets its fraction of load, because it has
the highest value oPVD which is equal to 0.40.
Subsequentlyp,, ps3, and p4 receive their fraction of
load respectively. Hence, we have:

ap = 0.32634,0; = 0.32634,a, = 0.16154, a3
=0.10662,a4 = 0.07917 and makespan=0.003263.
This case indicates that, if the processors do not cheat
the algorithm, then the proposed method works the
same as the traditional divisible load models. Fig.
shows the priority of processors to obtain the fraction
of load.

— Scenario 2 In the second scenario, we also consider

five processors interconnected in a single level
topology. The first processopq) is the root processor
and p1, p2, p3 and ps are worker processors. It is
assumed thatyy = 0.1 xi and z = 0.01x i, for

i =0,1,2,3,4. The probing process has been applied

0.028 1000 247500 Q002
0.032 Q004 1000 Q006
0.269 462963 160000 1000

C:

Using Algorithm 5, the corresponding principal
eigenvector o€ can be calculated as follows:

0.663
0.114
0.102
0.121

/\:

Moreover, the comparison matrices of processors are
shown in Table$-8.

Therefore, thePV D for priority of processors can be
calculated as follows:

0.159 Q090 Q132 0480\ /0.663
0.120 0725 0110 0240 | [ 0.114
PVD=A4A=| 5254001030662 0160 | | 0.102
0.480 Q080 0142 0120/ \0.121
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Table 5: Comparison matrices of processors for communication- Therefore, at first the processps obtains its fraction

based probing 1. of load. Subsequently, processops, pi, and ps
Processors receive their fraction of loads respectively.
Processory pp P2 P3 Pa ut
p1 1.000 1.333 0.666 0.338 0.159
p2 0.750 1.000 0.500 0.250 0.120
P3 0.333 0.666 1.000 1.333 0.240
P4 3.000 4.000 2.000 1.000 0.480 B i
i
.50
Table 6: Comparison matrices of processors for communication- £ :2 . T
based probing 2. o ———— -
Processors - 3 o I
Processory pi p2 p3 Pa u? 10 e I I P
P1 1.000 1.125 0.875 1.125 0.090 -gﬁ[hing 1 Probing 2 Probing 3 Probing 4 OVERALL *
P2 8.000 1.000 7.000 9.000 0.725
p3 1.142 0.142 1.000 1.285% 0.103 ProbinglLevel
Pa 0.888 0.111 0.777 1.000 0.080

Fig. 7: Performance analysis of the second scenario.

Table 7: Comparison matrices of processors for communication-
based probing 3.

Processors
Processory pi1 p2 p3 Pa us
pP1 1.000 1.200 0.200 1.400 0.132
P2 0.833 1.000 0.166 1.166 0.110
p3 5.000 6.000 1.000 7.000 0.662
Pa 0.714 0.857 1.142 1.000 0.142 E
:
Table 8: Comparison matrices of processors for communication- =
based probing 4.
Processors ; . ; :
Processory p1 p2 p3 P4 ut ; 7 : 4 .5 i Zf .8
P2 0.500 1.000 1.500 2.000 0.240
Ps 0.333 0.666 1.000 1.3380.160 Fig. 8: The priority of processors based on communication
Pa 0.250 0.500 0..750 1.000 0.120 criteria.

Lastly, priority vector of distributionis:

0.218 i [ e g e N A

0338 ovsopo L Fropesed method s : . F i
PVD=4A= 0.312 0080000 | - u a I! | 4

0.132 £

The performance analysis of the second scenario has £ sssowe - i
been shown in Fig7. The figure puts the information 0.075000 | 1
about how alternatives behave on each criterion. Each |

Total finish time (ms

criterion possesses a vertical line. The overall priority

of each alternative is where it intersects the axis on
the right. The priority of each criterion is shown by S e R T S i TR

the rectangular box on that criterion’s vertical line, as cose

read from the axis at the left. As the priority changes,

the overall priorities of the alternatives on the axis at Fig. 9: Evaluation of proposed method in 16 different cases.
the right change. The priorities of processors based on

communication criteria are shown in Fig8.

0.065000 -
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— Scenario 3 In the third scenario, we investigate the [2] Rakesh Agrawal and H.V. Jagadish. Partitioning teches
effects of communication rate cheating on the for large-grained parallelism. IEEE Transactions on
processing time. We simulate the proposed method Computers 37(12):1627-1634, 1988.
with a set of random value of communication rate [3]SK Chan and Bharadwaj Veeravalli and Debasish
cheating. We consider the five previous processors Ghose. Large matrix-vector products on distributed bus
and assumed thay = 1,w; = 0.1 x i fori = 1,2,3,4. networks W!th communication delays .using the.divisik.:)le
The communication rate cheating for each processor l0ad paradigm: performance analysis and _simulation.
is generated using the Poisson distribution with mean g"o*ggemat'cs and Computers in Simulation 58(1):71-92,
ko of 00005 fori 1.2.5, 400" 0) 1) Shrcha) Vesrl, il U, and Chi Crung Ko
compare the average processing time which are Efficient partitioning and scheduling of computer vision
calculated by the proposed method and the traditional and image processing data on bus networks using divisible

o . load analysis. Image and Vision Computing 18(11):919-
divisible load. The result has been shown in FigAs 938 2000}_/ g puting 18(11)

the figure shows the proposed method has the lowest(s; | ee chi-kin and Hamdi Mounir. Parallel image processing

total finish time in almost all cases comparing to the ~ ~ gppjications on a network of workstations. Parallel

traditional method. Furthermore, the total finish time Computing 21(1):137-160, 1995.

in the four cases of the proposed method, including 1, [6] Ping Li and Bharadwaj Veeravalli and Ashraf A. Kassim.

5, 9, and 13 dramatically have been decreased. Design and implementation of parallel video encoding

strategies using divisible load analysis. IEEE Transastio
. on Circuits and Systems for Video Technology 15(9):1098-
6 Conclusion 1112,2005.

o o . ] [7] Monir Abdullah, Mohamed Othman, Hamidah Ibrahim,
Existing divisible load scheduling algorithms are.based and Shamala Subramaniam. Optimal workload allocation
on the fact that, theh processors FEDOEE thslr trlﬁ]e_! model for scheduling divisible data grid applications het
communication rate to the root processor. Based on this  Future Generation Computer Systems 26(7):971-978:2010.
assumption the traditional divisible load considers that [8] Thomas G. Robertazzi. Divisible Load Modeling for Grids
zj < zj41 for all processors. In this paper we assumed that  Springer New York, 2007. o _
the actual communication rate for sending fraction of load [9] Maciej Drozdowski and Wtodzimierz Gtazek. Scheduling
to the processors may be different from the true divisible loads in a three-dimensional mesh of processors.
communication rates. In this case, the priority of the  Parallel Computing 25(4):381-404, 1999. _
processors for obtaining the fraction of loads would bel[10] Chang Yeim-Kuan and Wu Jia-Hwa and Chen Chi-
changed. Therefore, we proposed a priority-based lYe':j ac?d %h“_ Ch|h-Pl|<ng: |mprpveo|l mEtthdS for d""s'bll‘?
divisible load scheduling method for the first time. The _oat i 'St”t ”IE‘EnEOT” - m:_ensmnapmeﬁ Ies (lesg_gt _nt;uttl-
proposed method is able to estimate the actual g;s?emﬂé(l 116 {gnlsggoggoc;n araflel and Listngute
communication rates of the processors. The experiment o ! PR . :
results indicated that the proposed method is able tghl] Jacek Bazewicz and Maciej Drozdowski. Scheduling

e ; divisible jobs on hypercubes. Parallel computing
reduce the effects of communication rate cheating on the 21(12):1945-1956, 1995,

performance of divisible load scheduling. We alSO151vap Jingnan and Bharadwaj Veeravalli. Design and
calculated the complexity of computation and indicated” " herformance analysis of divisible load scheduling stiateg
that the complexity of computation of proposed methodis  on arbitrary graphs. Cluster Computing 7(2):191-207, 2004
ignorable. In this work, we calculated the priority of [13] Beaumont Olivier and Legrand Arnaud and Robert Yves.
processors only based on communication rates. Scheduling divisible workloads on heterogeneous platform
In the future, we will develop the priority of processors Parallel Computing 29(9):1121-1152, 2003.
based on both communication and computation rates of thgl4] Jacek Btazewicz and Maciej Drozdowski and Mariusz
processors. Markiewicz.Divisible task scheduling: concept and
verification. Parallel Computing 25(1):87-98, 1999.
[15] VlIadimir V. Korkhov and Jakub T. Moscicki and Valeria V.
Acknowledgments Krzhizhanovskaya. The user-level scheduling of divisible
load parallel applications with resource selection and
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