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Abstract: This paper presents a low-overhead secure network coding scheme.The randomness of chaotic sequence is extremely
sensitive to initial conditions characteristic of the program, the combination of the chaotic sequence with the original source message
vector to construct a new cryptosystem to achieve the perfect secrecyof the encoding scheme. The program only in the original random
network coding system based on the source changes, the intermediate nodes remain unchanged; added only an interference signal at
the source to guarantee the security of the encoding scheme. The analysis results show that the scheme can guarantee perfect secrecy,
and send signals with minimal overhead.
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1 Introduction

2000s, Ahlwede [1] based on the concept of network
information flow, first proposed the idea of network
coding. I.e., in a network, each intermediate node has the
coding capacity to the data packet it received and then
transfer out the processed information. Network coding is
divided into two main categories:Linear network coding
and non-linear network coding. Linear network coding
structure is simple and practical advantages, so this paper
focus on research and discuss linear network coding. The
initial purpose of network coding to achieve maximum
network flow and improve network throughput. However,
after deeper research found a good way of network
coding is also a secure network transmission [1,2]. In
2002, Cai [3] first given a communication model that on
network eavesdropping, put forward a necessary and
sufficient condition for building the linear safety network
coding and constructed a secure coding of network
information theory. J.Feldman [4,5] discussed in detail
and described the link between security network coding
alphabet, multicast rate and coding overhead. Zhang [6]
mixed the original source information and the vector of
the same length with randomly assigned, and transmitted
the mixed random vector in order to ensure the safety of
the source message. In above-described program the most
secure network coding scheme are assumed that the
attacker can eavesdrop on a separate channel. Therefore,
in order to establish a secure network transmission

system, it need to select thek random vectors from the
same number of field coding with thek source
information vector to be encoded. In this way, the
transmission must be allocated a portion of the bandwidth
to transmit interference information (that means there are
k random vectors), So, occurred a considerable amount of
coding overhead. Secure network coding disguised data
during execution, and effectively carried the data, but at
the same time it increases the coding overhead and
complexity of the network nodes.

In order to improve the robustness of the network
coding, while reducing the overhead, [7]. focus on
analysis for the characteristics of the mobile random
network and unreliable network and the noise network,
proposed a secure network coding that using the training
sequence embedded in the source data and combined with
the channel encoder. A low-complexity secure network
coding that proposed by Xu [8] using of the nature of the
sparse matrix to reduce the complexity of the node,
however the program still added a considerable amount of
confidential redundant and coding overhead is not
reduced. Adeli [9] put forward a small overhead secure
network coding based on Hash function, Although in his
text, the security of the scheme and the security
conditions has been discussed, but the program is still
exist important security vulnerabilities. A security
theorem proposed by K. Jain [10], they proved messages
are not malicious attacker to obtain using a
pseudo-random function. In summary, the paper first
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discusses and select the appropriate chaotic map and
combining cryptography and then added to the initial
information into the initial information of the source.

Through theoretical analysis and a security proof of
the theorem, the coding scheme using a unique random
number and a chaotic sequence with the source, and then
encoded by a suitable network reaches perfect secrecy, it
can be ensured secure communications.

2 Knowledge and definition

This paper mainly focuses on a class of acyclic,
delay-free single-source multi-sink multicast
communication network, in order to simplify the analysis
of the problem. For an acyclic Multicast Network
G = (V,E) V Is a collection of points,E is a collection of
channel, for constructing the network code, assume
GF(q) is aq rank finite field (q is a large prime number).

Definition 1. ( Network coding: AssumeG = (V,E) is a
directed network, then-dimensional linear network code
on theG will assign a vectoru(e) to each edgee ∈ E of
G , and make it has the following properties. (calledu(e)
”Global encoding nuclear” of channele ).

(1) Allocation n-dimensional vector space
τ(X) = GFn(q) to the information sourceX ;

(2) The vector of edgee ∈ E is a linear combination
of end nodetail(e) which reached edgee ; If information
sourceX is a end node ofe , then the vectors ofe will
select fromτ(X) ;

(3) There must be has a specific decoding function
operation that can be able to recover the source
information at every nodes of information source.

Assume the vector space of nodeS is τ(S) , for any
non-source nodeS,τ(S) is the collection of all the linear
combination of the vectors which arrived each edge ofS .
So fore ∈ E there isu(e) ∈ (tail(e)).

Definition 2. Network coding: Information sourceX
generating the non-compressed data information marked
asm . All of m consisted of the vectorn that expressed as
m = (m1,m2, ...,mn)

T . Then the information will be
encoded make use of the coding algorithm and these data
information will be sent to the information sink through
the network. (Encoding algorithm mentioned above will
be described in Section 4).

Definition 3.Network coding: For information sinkT :
There aret sinks in the network. The purpose of the
network coding is the secure transmission the messages
sent by the source to the sink node.

Definition 4.Network coding: AttackerC : AttackerC has
a limited eavesdropping capability, it can be able to
eavesdrop onk channel.Ω = (α1,α2, ...,αk) indicate the
collection of tapped channels.

According to the above definitions and knowledge, we
can construct a linear network coding. Each edge of this
network has a coding vectorνi , Where, i represents a

number of edges in the network, thati from 1 toN = ||E||
, then

νi = (νi1,νi2, ...νin)
T (1)

These encoding vectors are selected from a same coding
domain. The information that transmitted on channel is
represented asxi , xi is a linear combination of all the
information, then

xi = νT
i m, i = 1,2, ...,N (2)

3 The original secure network coding scheme

Assume the attacker can eavesdrop upk independent
edges (The independent edges mean the encoding vector
of each edge is linear independent), In order to prevent an
attacker to obtain meaningful information, Selectα
random number from the encoding domain add to the
information source, expressed as:

m̄ = (m1,m2, ...,mn−α ,z1,z2, ...,zα) (3)

Review paper [3] to [6] have been proposed to achieve
the perfect secrecy secure network coding scheme. Their
basic approach is to ensure that the attacker will make
redundant information adding to information is not
invalid. In order to achieve this purpose, they assume:

V m̄ = [ν1,ν2, ...νk]
T m̄ = (x1,x2, ...,xk)

T (4)

Among Expression (4),νi is corresponding n
-dimensional coding vectors of edgei . V is a matrix of
these encoding vector combination.

If x is divided into two sub-matrix, thenAk×(n−α)
corresponds to the original information source ¯m ,
corresponds to the redundant information, so,

[Ak×(n−α)|Bk×α ]m̄ = (x1,x2, ...,xk)
T (5)

To make the attacker can not get useful information
by eavesdropping, so requirements all the columns in the
sub-matrix are linearly independent, thenα ≥ k . So, the
number of redundant information in ¯m should be not less
thank .

The existing scheme is added a random number into
the encoding vector and then make it linear combination
with information. This approach makes network secure
coding exist a lot of coding overhead. Moreover, for the
information added redundant, the attacker can undermine
its security by take more information of independent side.
In this paper The basic method of low overhead, secure
network coding is: chaotic sequence and network coding
combination structure ”one-time pad” encryption system.
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4 chaotic sequence

Chaotic sequence is a pseudo-random sequence, in formal
simply performance to a disordered state. However, the
chaotic sequence is a kind of ordered structure of a rich
internal level, just did not show obvious periodicity and
symmetry.

Chaotic sequence has the following characteristics
mainly [11]:

(1) The chaotic sequence is generated by determining
the differential form or discrete form of equation, it can
generate and receive control by the user.

(2) Chaos in nonlinear mapping or nonlinear systems
in order to produce, and Chaos mapping status is formed
under the repeated separation and folding, so the chaotic
mapping relationship is not reversible certainly.

(3) Chaotic systems are extremely sensitive to initial
values. That replace and modify the chaotic sequence can
increase the system’s capacity of resistance to decipher.

Fully understand the characteristics of chaotic
sequence more than several, it can be applied to the field
of secure communication as a method of encryption.
Shannon [12] and some domestic scholars has been
applied chaos theory to cryptography, but how to select
the chaotic mapping that meet the requirements of
cryptographic properties is a key issues need to solved.

There are three main chaotic map: Logistic map,
improved Logistic map and Chebyshev map. Their
expression is shown in Table 1.

Table 1. Several main chaotic map.

chaotic map expression 

Logistic map   ! 1,0,11   !"#$ nnnn
xxxx %

improved Logistic map 11,21 2

1   !"!#
 nnn

xxx

Chebyshev map 11),arccoscos(1   ! !
" nnn

xxgx

Among them,λ is a fractal parameter in the Logistic
map, whenλ ∈ (3.5699,4] , the system is in a chaotic state;
g is a mapping order of Chebyshev map, wheng > 2 , the
system is in a chaotic state.

The main purpose of this paper is to construct a
low-overhead secure network coding scheme, to avoid
increasing the network transmission parameters, so I
chose the modified logistic map to generate chaotic
sequence.. The simulation for improved logistic mapping
to the initial value sensitivity is given in figure 1.

Figure. 1 Improved Logistic mapping chaotic sequence.

In Figure 1, the abscissa represents the sequence
length, the vertical coordinates represent the real value of
improved logistic, the blue line represents the initial value
of the chaotic sequence is 0.1234, the red lines represent
the initial value is 0.1235 chaotic sequence, sequence
length is 1024.

After digitized, the change rate of improved Logistic
map sequence 0/1 is 50.68%. This indicates that the
improved Logistic mapping chaotic sequences will
generate strong initial sensitivity and difficult to decipher,
so it is suitable for secure communications. Chaos
mapping is irreversible, That can be seen as a one-way
cryptography, and is very suitable for the one-time pad
cryptosystem.

5 Low-cost secure network coding

The purpose of the security network coding scheme of
this paper is ensure security and minimize overhead of the
code transmission signal at the same time. This program
uses the chaotic sequence and by the nature of the chaotic
sequence shows that the chaotic sequence can be
generated by the user control, I.e. can generate a sequence
of fixed length. If chaotic mapping and initial value are
given the chaotic sequence can be calculated; Moreover,
chaotic sequence is pseudo-random, there can be no
duplicate values occur within a certain length.
Furthermorethe one of the main reasons using chaotic
sequence is that it can produce different random signals
just uses one redundancyβ . Its security equivalent to
n − 1 information of m̄ will be encrypted usingn − 1
independent vectors .

5.1 Coding scheme
In the single-source multi-sink multicast network

G = (V,E) , assume the information source will send
n− 1 characterx1,x2, ...,xn−1 ∈ Fq .SetY (.) represents a
chaotic sequence y1,y2, ...,yn and
yn = 1− y2

n−1,(−1< yn < 1) . The chaotic sequenceY (.)
that generated by the improved Logistic mapping and the
random numberβ can generate a message vector, as
shown in formula (6):

m̄ = ((x1+Y (β ),x2+Y (x1,β ),x3+Y (x1,x2,β )...,
xn−1+Y (x1,x2, ...,xn−2,β )),β )T (6)
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Comma separator between the variables to various will
combination each parts and then use it as a input initial
value of the chaotic map. For simplicity, referred to as:

m̄ = (e1,e2, ...,en−2,β )T (7)

And, e1,e2, ...,en−2 are well-distributed and
q > max{t, |Ω |} . Take note of the initial value of chaotic
sequenceY (.) in formula (1) are not the same (similar to
the one-time pad encryption). So, even if the attacker has
been gotten the firstn − 1 data of m̄ , as long as the
random number is secure, then the attacker can not obtain
any information about thex1,x2, ...,xn−1 in the time of the
polynomialm̄. So this program only use a random signal
to complete the purpose of hiding information. The
remaining coding process is: linearly assemble ¯m ( Linear
network coding and then transmission to the respective
information sink through the network).

5.2 Decoding scheme
Improved Logistic map in this program is open to any

party (including the attacker). The degree of difficulty or
easy to information sinkT recoverym̄ depends on the
complexity of the basic linear network coding.

As the sink is the recipient of the information, the sink
T know the mapping of improved Logistic. So, we just
need restore ¯m first and then utilize redundantβ that has
the ability of generating a random signal, all the
information can be restored. Thereby the sink
successfully decode and get the original source message
vector.

6 Safety and feasibility analysis

6.1 The security of one-time pad encryption system

Theorem 1 ”one-time pad” cryptosystem has perfect
secrecy.

Proof:
Assume:
u : Plaintext sequence emitted by the information

sourceu = (u1,u2, ...,un);
d: The ciphertext sequence received by the information

sink d = (d1,d2, ...,dn) ;
Pu: The probability that information source issue

expressly sequenceu;
rd : The probability that information sink received

ciphertext sequenced ;
qk: The probability of cryptographic key that

information source encrypt the plaintext.
To prove perfect secrecy, is to prove:

Pr(u|d) = Pu (8)

Owing to there is only one cryptographic key and the
key is made up of two independent random variables, so
there is:

qk() = 1/2n (9)

as a result

rd = ∑
u∈P

Pu

2n (10)

and because the select key is independent of the plaintext,
so

Pr(u∩d) =
Pu

2n (11)

get a final result

Pr(u|d) =
Pr(u∩d)

rd
=

Pu
2n

1/2n (12)

so, formula (8) established, the perfect secrecy of the ”one-
time pad” encryption system has been proved.

6.2 Feasibility and the general security of the encoding
algorithm
Theorem 2 In the single source multi-sink multicast
network G = (V,E) , if q > t , the appropriate linear
network coding can be constructed in polynomial time
[13], so that the source can send a message to go to more
than one information sink in the network.

Proof: Seth is a maximum number of data packets that
can be transferred between the information source and
sink, that is network capacity. When we construct the
random linear network coding, we need to use time
O(|E|) to find a path from source to sink. And we need to
use the timeO(|T |) to allocated encoding vector for each
edge, and the spend time isO(h · |T |) that for each sink
test the linear independence of the assigned coding vector.
So, for all sink test the linear independence of assigned
encoding vector can be completed within in the time
O(|T | ·h2) .

Therefore, if in the coding region to select the
appropriate encoding vector to form a network coding
global coding nucleus, thereby conformation the linear
network coding can be completed within in the time
O(|E| · |T | ·h2).

Theorem 3 In the single source multi-sink multicast
networkG = (V,E) , theΩ = {α1, ...,αw} is a collection
that consist by possible eavesdropped channel [14]. The
encoding scheme as described in section 4, ife1, ...,en−1
obey well-distributed andq > max{t, |Ω |} , then the
secure communication can be achieved in the multicast
network

Proof: We can see from the text [3], the information that
the attacker gained from eavesdropping channel
constituted a linearly independent vectors team when
e1, ...,en−1 obey well-distributed. Thus eavesdropper can
not get any information aboutβ the eavesdropper can not
know the chaotic sequence, the encryption system is a
”one-time pad”. By theorem 1 we know the secure
network coding scheme is perfect secrecy. From theorem
2, whenq > t , the linear network coding that meet the
conditions can be constructed, the low cost secure
network coding present by this paper can achieve the
secure communication.
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7 Conclusion

In this paper, a low-overhead secure network coding
scheme that based on chaotic sequence has been
presented. The paper take advantage of chaotic sequence
and the characteristics of a ”one-time pad” encryption
system, combined with the linear random network coding
and finally changed the original source message vector.
The secure network coding scheme does not need to
know the network topology, and does not require any new
features in the internal nodes, and applies to both wired
and wireless networks. Through the characteristics
analysis in theory and the proof on the security theorem,
improved secure network coding scheme can be able to
achieve the information security requirements and
effectively reduces the overhead.
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