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Abstract: Modern communication media requires high level of protection system for securing the multimedia data from hackers. The most important objective of this manuscript is to develop a simple and efficient methodology for protecting the information from hackers. In this paper, the level of image security is improved by integrating the steganography and cryptography techniques in order to produce the secured image. In this manuscript, secured image is produced by applying Dual Tree Complex Wavelet Transform (DT-CWT). Further, cryptography algorithm is applied on the steganography image if the level of information entropy lies beyond the threshold value. Mean Square Error (MSE), Peak Signal to Noise Ratio (PSNR) and Mean Absolute Error (MAE) are the metrics which are used to evaluate the performance of the proposed method in this manuscript. The proposed image security methodology achieves 47.04 dB of PSNR, 165.86 of MSE and 31.66% of MAE on bone image dataset.
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1 Introduction

The modern world transfers lot of multimedia information through internet which contains videos, audios and data files. This information can be accessed only by the destination end users. But, the hackers between sender and receiver hack on these information and they can be used by unauthorized works [1]. Hence, this information should be protected in order to overcome such limitations on data protection. This requires high level of multimedia data security on data transmission from one source user to destination user. The information hacking may be categorized into internal hacking and external hacking. In internal hacking, the data is hacked when they are in static mode of operation [5]. In external hacking, the data is hacked during the transmission of information from one user end to another user end.

These two types of hacking should be avoided in order to prevent data from unauthorized users [6]. In this paper, the images are protected from unauthorized persons using a technique called Steganography. This insets the secret information into main or source image for protecting or hiding the information from hacker’s direct sight. This manuscript suggests an methodology for
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![Fig. 1: Generic flow of steganography for image security](image-url)
2 Literature Survey

Emad et al. (2018) used least significant approach for securing the data within the source image which was based on the wavelet transform techniques. The authors tested their proposed approach on real time benchmark images to validate their methods. Ma et al. (2018) developed an error-resilient approach for protecting the data from un-authorized users in static and random environments. Soria-Lorente et al. (2017) applied frequency domain-based bit mapping technique on source cover and secret images to hide the secret image information into cover image. The authors obtained low PSNR value due to the errors in the secured image. Suchitra Sinha et al. (2016) proposed a method to increase the level of image security using de-synchronization method. The authors applied their proposed methodology on different text, audio and video images by implementing the transformation techniques on rows and columns. The main limitation of this work is that it was not able to detect dynamic attacks from the outside environment. Shikha Mohan et al. (2015) developed less complex image security algorithm using matrix transformation techniques. The authors classified the various objects in image and then the steganography was applied over the secret image for protecting the image from hackers. The authors checked their proposed method with various types of attacks from indoor and outdoor environments.

Li and Wang (2007) used particle swarm optimization algorithm for improving the security of the system by hiding the secret image within source image. Here, the transformed messages were embedded in the 36 coefficients during the decomposition of cover image into multi-level coefficient metrics. Chang et al. (2002) proposed a new steganography scheme-based on JPEG and modification of quantization table. In this case, the secret message is first encrypted and then embedded in the 26 coefficients located in the cover image. In this paper, brain and bone Magnetic Resonance Image (MRI) are used as secret images which can be obtained from open-access dataset. Both gray scale cover and secret images are now resized into 256 × 256 sizes as width and height of the images. Now, normalization (threshold is found using histogram method and the images are converted into binary-based on threshold value) is applied on both secret and cover images in order to produce binary images. Fig. 3(a) and Fig. 3(b) illustrate the source cover and gray-scale secret image respectively. Fig. 3(c) and Fig. 3(d) illustrates the preprocessed normalized cover and secret image, respectively.

3 Proposed Method

In this paper, DT-CWT transform-based image security is proposed. The proposed image security methodology has two modules as module 1 is image steganography module and module 2 is image cryptography.
The wavelet design factor of the DT-CWT is described in the expression as stated below.

$$\psi_c(t) = \phi_r(t) + j\psi_i(t)$$

The scale design factor of the DT-CWT is described in the expression as stated below.

$$\phi_c(t) = \phi_r(t) + j\phi_i(t)$$

where, the real part of the wavelet design factor is represented by $$\psi_r(t)$$ and the imaginary part of the wavelet design factor is represented by $$\psi_i(t)$$ respectively.

These real and imaginary parts are depicted in the following equations as,

$$\psi_r(t) = \sqrt{2} \sum_n H_a(n) \cdot \phi_r(t)(2t - n)$$

$$\psi_i(t) = \sqrt{2} \sum_n H_b(n) \cdot \phi_i(t)(2t - n)$$

Fig. 4 shows the decomposition architecture of DT-CWT which consists of low- and high-pass filter banks and its corresponding decimators. In this paper, the decimating factor is set to two for obtaining the loss less sub-band coefficients in DT-CWT. In this paper, six low-pass and six high-pass sub bands are obtained by applying an image into DT-CWT.

3.3 Subband fusion

The subband coefficients from low-pass and high-pass filters are represented in matrix format. The following steps are followed for producing fused image.

Step 1: Eigen values are computed for each low-subband coefficient matrix individually as el1, el2 and el3.

Step 2: Determine the maximum Eigen value from the computed Eigen values and noted as $$E_{1\text{max}}$$.

Step 3: Eigen values are computed for each high-subband coefficient matrix individually as eh1, eh2 and eh3.

Step 4: Determine the maximum Eigen value from the computed Eigen values and noted as $$E_{2\text{max}}$$.

Step 5: The following fusion rule is adopted for fusing the subband coefficients.

$$E = E_{1\text{max}} + k \times E_{2\text{max}}$$

where $$E$$ represents the fused coefficient matrix.

Then, inverse DT-CWT transform is applied on the fused coefficient matrix image Fig. 5(a) in order to produce the image as depicted in Fig. 5(b).

3.4 Determination of IE

The strength of the proposed security methodology stated in this paper is analyzed using IE. IE is computed due to determine the level of security in steganography-applied source image. The value of IE is equal to eight for strong image security methodology. The attackers or hackers fail
Fig. 6: Proposed image security methodology using cryptography
to attack the steganography image. Hence, the evaluation factor IE is used for evaluating the strength of the image
and it is given in the following equation as,

\[ IE = \sum_{i=1}^{N} p(m_i) \times \log_2[1/p(m_i)] \]

The pixel in the secured image may present many number of times in the image and its probability value is
noted by \( p(m_i) \) and the number of repeated pixels is noted by \( N \).

In many practical applications such as patient-scanned images security, the value of IE may vary 7 to 8 due to various modalities of the medical scanned images. If the IE value of the fused image obtained from the proposed methodology stated in this paper is equal to or greater than 8, then there is no further requirement for improving image security. If IE value of the fused image obtained in this paper is less than 8, then there is a requirement for strengthening the image security. In this paper, cryptography algorithm is applied on the fused image if the value of IE less than 8.

Fig. 6 shows the proposed image security methodology using cryptography algorithm which is explained in the following steps.

3.5 Cryptography Algorithm

The following procedure is the proposed cryptography algorithm which is applied on the steganography image if
the image security is at either low or risk.

Step 1: Matrix \( A \) is created by filling the elements with
pixels of steganography image.
Step 2: Matrix \( B \) is created by changing the rows and columns of Matrix \( A \).
Step 3: Apply Singular Value Decomposition (SVD) transform on Matrix \( B \) and Matrix \( A \) using the
following equations,

\[ \begin{align*}
S_1 V_1 D_1 &= SVD(\text{Matrix } A) \\
S_2 V_2 D_2 &= SVD(\text{Matrix } B)
\end{align*} \]

SVD transform decomposes the image into three-matrix components as \( S \), \( V \) and \( D \). The edges are
preserving in \( V \) components than the other components (\( A \) and \( D \)). Hence, the \( V \) component is used for generating the encryption key. The encryption key is generated by integrating the elements of \( V_1 \) and \( V_2 \) in an array.

Step 4: The integer elements in Matrix \( S_1 \) is transformed to Matrix \( X \) and the fractional elements in Matrix \( S_2 \) is transformed to Matrix \( Y \).

Step 5: Generate encrypted image (Fig. 7) using the following equation as,

\[ E = A \& X; \]

4 Results and Discussion

The proposed hybrid image security methodology is applied on various set of benchmarked images and medical images. The brain MRI images used in this manuscript are obtained from ‘BrainWeb’ open-access dataset. In this paper, 72 brain MRI brain images are acquired from this dataset and the proposed methodology is evaluated on these images. The bone images (36 images) are obtained from ‘ISBWEB’ dataset.

The cameraman cover image and secret-brain image are shown in Fig. 8(a) and Fig. 8(b) respectively. Fig. 8(c) shows the secret bone image. Fig. 9(a) shows the secured brain secret image and Fig. 9(b) shows the secured bone secret image.

Table 1 analyses the impact of \( k \) value in fusion on secured images. From Table 2, it is clear that the IE value is high for high value in \( k \), which does not require further cryptography process.

In this paper, MATLAB R2014 software is used to calculate the performance of the proposed image security algorithms on both brain and bone images. The performance evaluation parameters PSNR, MAE and MSE are used to calculate the parameters of the proposed system. The pixel difference between source secret image and its recovered image is represented by PSNR and it is represented in dB as computed as follows.

\[ PSNR = 20 \log_{10} \frac{255}{\sqrt{MSE}} \]

The maximum pixel value in secret image is 255 and the error between source and retrieved secret image is noted
Table 1: Impact of $k$ value in fusion on secured images

<table>
<thead>
<tr>
<th>Brain image sequences</th>
<th>$k$ value in fusion rule</th>
<th>$IE$</th>
<th>Bone image sequences</th>
<th>$k$ value in fusion rule</th>
<th>$IE$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brain image 1</td>
<td>1.1</td>
<td>8</td>
<td>Bone image 1</td>
<td>0.02</td>
<td>7.8</td>
</tr>
<tr>
<td>Brain image 2</td>
<td>0.02</td>
<td>6.5</td>
<td>Bone image 2</td>
<td>0.01</td>
<td>7.1</td>
</tr>
<tr>
<td>Brain image 3</td>
<td>0.01</td>
<td>6.4</td>
<td>Bone image 3</td>
<td>0.04</td>
<td>6.7</td>
</tr>
<tr>
<td>Brain image 4</td>
<td>0.03</td>
<td>7.1</td>
<td>Bone image 4</td>
<td>1.1</td>
<td>8.2</td>
</tr>
<tr>
<td>Brain image 5</td>
<td>1.2</td>
<td>8.1</td>
<td>Bone image 5</td>
<td>0.03</td>
<td>7.9</td>
</tr>
</tbody>
</table>

Table 2: $IE$ values for different set of secured images

<table>
<thead>
<tr>
<th>Brain image sequences</th>
<th>$IE$</th>
<th>Cryptography required or not</th>
<th>Bone image sequences</th>
<th>$IE$</th>
<th>Cryptography required or not</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brain image 1</td>
<td>8</td>
<td>Not required</td>
<td>Bone image 1</td>
<td>7.8</td>
<td>Required</td>
</tr>
<tr>
<td>Brain image 2</td>
<td>6.5</td>
<td>Required</td>
<td>Bone image 2</td>
<td>7.1</td>
<td>Required</td>
</tr>
<tr>
<td>Brain image 3</td>
<td>6.4</td>
<td>Required</td>
<td>Bone image 3</td>
<td>6.7</td>
<td>Required</td>
</tr>
<tr>
<td>Brain image 4</td>
<td>7.1</td>
<td>Required</td>
<td>Bone image 4</td>
<td>8.2</td>
<td>Not required</td>
</tr>
<tr>
<td>Brain image 5</td>
<td>8.1</td>
<td>Not required</td>
<td>Bone image 5</td>
<td>7.9</td>
<td>Required</td>
</tr>
</tbody>
</table>

$S_1$ and retrieved secret image is $S_2$. $X$ is the maximum pixel value in source secret image and $Y$ is the maximum pixel value in retrieved secret image.

Table 3 illustrates the performance analysis of the proposed methodology in terms of PSNR.

The Mean Absolute Error (MAE) of the proposed methodology can be computed using the equation as stated below.

$$MAE = \frac{1}{P \times Q} \sum_{0}^{X} \sum_{0}^{Y} ||(S_1 - S_2)||$$

Table 4 illustrates the proposed image security methodology on brain MRI image dataset with respect to the conventional methodology Emad et al. (2018).

The proposed methodology achieves 47.45 dB of PSNR, 169.84 MSE and 41.58% of MAE on brain-image dataset as depicted in Table 4. Fig. 10 shows the graphical analysis of the proposed method for brain images.

The proposed image security methodology achieves 47.04 dB of PSNR, 165.86 MSE and 31.66% of MAE on bone image dataset, while the conventional methodology. Emad et al.(2018) achieves 40.78 dB of PSNR, 183.56 dB of MSE and 47.2% of MAE.
Table 3: Performance analysis in terms of PSNR

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Year</th>
<th>PSNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed work</td>
<td>2018</td>
<td>48.75</td>
</tr>
<tr>
<td>Emad et al.</td>
<td>2018</td>
<td>41.71</td>
</tr>
<tr>
<td>Rejani et al.</td>
<td>2015</td>
<td>45.49</td>
</tr>
<tr>
<td>Odai M. Al-Shatanawi et al.</td>
<td>2015</td>
<td>43.39</td>
</tr>
<tr>
<td>Manjula and AjitDanti</td>
<td>2015</td>
<td>42.42</td>
</tr>
</tbody>
</table>

Table 4: Analysis of proposed methodology on brain MRI image dataset

<table>
<thead>
<tr>
<th>Image Sequences</th>
<th>Psnr Emad et al. (2018)</th>
<th>MSE</th>
<th>MAE</th>
<th>Psnr Proposed Algorithm</th>
<th>MSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brain image 1</td>
<td>40.8</td>
<td>181.6</td>
<td>32.7</td>
<td>48.75</td>
<td>167.8</td>
<td>39.79</td>
</tr>
<tr>
<td>Brain image 2</td>
<td>41.7</td>
<td>182.5</td>
<td>33.6</td>
<td>47.1</td>
<td>172.6</td>
<td>41.85</td>
</tr>
<tr>
<td>Brain image 3</td>
<td>40.1</td>
<td>181.2</td>
<td>31.8</td>
<td>48.81</td>
<td>165.2</td>
<td>37.74</td>
</tr>
<tr>
<td>Brain image 4</td>
<td>41.8</td>
<td>182.7</td>
<td>37.5</td>
<td>46.84</td>
<td>171.5</td>
<td>43.75</td>
</tr>
<tr>
<td>Brain image 5</td>
<td>39.7</td>
<td>181.3</td>
<td>36.9</td>
<td>45.75</td>
<td>172.1</td>
<td>44.79</td>
</tr>
<tr>
<td>Average</td>
<td>40.82</td>
<td>181.86</td>
<td>34.14</td>
<td>47.45</td>
<td>169.84</td>
<td>41.58</td>
</tr>
</tbody>
</table>

Table 5: Analysis of proposed methodology on bone MRI image dataset

<table>
<thead>
<tr>
<th>Image Sequences</th>
<th>Psnr Emad et al. (2018)</th>
<th>MSE</th>
<th>MAE</th>
<th>Psnr Proposed Algorithm</th>
<th>MSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bone image 1</td>
<td>40.1</td>
<td>182.6</td>
<td>33.7</td>
<td>44.7</td>
<td>165.7</td>
<td>32.1</td>
</tr>
<tr>
<td>Bone image 2</td>
<td>41.2</td>
<td>183.8</td>
<td>34.1</td>
<td>46.9</td>
<td>163.9</td>
<td>30.8</td>
</tr>
<tr>
<td>Bone image 3</td>
<td>41.3</td>
<td>182.7</td>
<td>32.1</td>
<td>45.8</td>
<td>171.8</td>
<td>32.7</td>
</tr>
<tr>
<td>Bone image 4</td>
<td>42.8</td>
<td>186.1</td>
<td>34.9</td>
<td>49.1</td>
<td>161.7</td>
<td>31.9</td>
</tr>
<tr>
<td>Bone image 5</td>
<td>38.5</td>
<td>182.6</td>
<td>37.9</td>
<td>48.7</td>
<td>166.2</td>
<td>30.8</td>
</tr>
<tr>
<td>Average</td>
<td>40.78</td>
<td>183.56</td>
<td>34.54</td>
<td>47.04</td>
<td>165.86</td>
<td>31.66</td>
</tr>
</tbody>
</table>

Fig. 10: Graphical analysis for brain images

MSE and 34.54% of MAE on bone image dataset, as depicted in Table 5. Fig. 11 shows the graphical analysis of the proposed method for bone images.

5 Conclusion

In this manuscript, the level of image security is improved by integrating the steganography and cryptography techniques in order to produce the secured image. DT-CWT is used in this paper to produce secured image. Further, cryptography algorithm is applied on the steganography image if the level of information entropy lies beyond the threshold value. In future, this methodology can be improved for protecting the audio and video data into image file.
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