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Abstract: Most acceptancesampling plans focus on the percentage of defecttigcts instead of considering the process loss, which
doesn't distinguish among the products that fall within the specification lifiiesefore, it is essential to develop an acceptance
sampling plan with process loss consideration. In this paper, a variahigiag plan based on incapability ind€g,, is proposed to
deal with lot sentencing. The required sample sizesn and the criticgtacce value with some combination of acceptance quality
level are tabulated. One example is used to illustrate the proposed metinpddie proposed sampling plan provides a feasible policy,
which can be applied to products requiring low process loss where @hsaiopling plans cannot be applied.

Keywords: acceptance sampling plan,process loss,incapability index, lot sergeaitital acceptance values.

1 Introduction The fundamental concepts of variable sampling plans
were introduced by Jennett and Welch [1939]. Lieberman
and Resnikoff [1955] evolved generous tables and OC

In the area of quality control, acceptance samplingcurves for variousAQLs for MIL-STD-414 sampling
plan is a very widely used method of statistical quality plan. Das and Mitra [1964] examined the effect of
control. Acceptance sampling is the judgment of one lotnon-normality on the performance of the sampling plans.
based on the information obtained from the samplesOwen [1967) developed sampling plans for various levels

However, acceptance sampling plans have twoof probabilities of Type | error when the standard

unavoidable risks, rejecting good lots and accepting badleviation is unknown under the normal distribution.

lots.An acceptance sampling plan virtually consists of aGuenther [1969] developed a systematic search
sample size and an acceptance or rejection criterion. Arocedure, which provided some published tables of
well-designed sampling plan can significantly reduce thebinomial, hyper-geometric, and Poisson distributions to

difference between the expected and the actual suppliedain the desired acceptance sampling plans. Kao [1971]

product quality. The performance of an acceptanceprovided the comparison between the attribute acceptance

sampling plan is based on the operating characteristicampling plans and the variable acceptance sampling

(OC) curve quantifying the risks for consumers and plans.Stephens [1978) used a normal approximation to

producers.The OC curve plots the probability of the binomial distribution to give a closed form solution

accepting the lot against actual product fraction defectiv for single sample acceptance sampling plans. Hailey
which displays the discriminatory power of the sampling [1980] provided a computer program to acquire single
plan. That is, the OC curve shows the probability of sampling plans with minimum sample size based on
accepting a product lot in terms of the product fraction either the binomial or Poisson distribution. Hald[1981]

defective (nonconformities), which provides the producermade a systematic discussion of the existing statistical
and the buyer a common ground for judging whether thetheory of lot-by-lot sampling inspection by attributes and

sampling plan is appropriate.
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offered some tables for them.Govindaraju andaccount the process centering. The in@gy, is defined
Soundararajan [1986] built variables sampling plans thatas follows:
mate the OC curves of MIL-STD-105D. Suresh and

Ramanathan [1997] developed a sampling plan based on a Com = US.—LS
more general symmetric family of distributions. P 61/ 02 (e T)27
Since the above variable acceptance sampling plans

do not consider the viewpoint that the quality between  where USL and LSL are the upper and lower
products falling within the specification limits may be specification limits, respectivelyf, is the target valuej
different, some authors have designed the variablds the process mean, and is the process standard
acceptance sampling plans using process capabilityleviation. This index emphasizes on measuring the ability
indices as below. Pearn and Wu [2006] proposed &of process to cluster around the target, which reflects the
variable sampling plan based @ andCpy. Pearn and  degrees of process targeting.

Wu [2006] used the indexCpm to design a variable

sampling plan. Pearn and Wu [2007] developed a decision

making method for product based Ggc. Wu and Pearn 2 1 Incapability index Cpp

[2008] offered a variable sampling plan basedpy for

product acceptance determination. Yen and Chang [2009%;nce the statistical properties of the capability in@gy
used the process loss indéx to design a variable g apalytically intractable, Greenwich and Jahr-Schéifra
sampling plan.In this paper, we develop a variables(1995)" proposed another capability ind&gp, called
sampling plan using the incapability ind&p to deal  jycapability index, to evaluate the process performance.
with lot sentencing problem for processes requiring low e incapability index Cp, can be expressed as
process loss.The rest of paper is organized as followsg —c.. + C;,, where G, (inaccuracy index) andsp
Section 2 describes the process capability indices. 'r(imprecision index) are used to measure the process

Section 3 we present the design of variable sampling plaryccuracy and the process precision, respectively. The
based orCpy, . In Section 4, a numerical example is used jncapability indexCyyp is defined as

to illustrate the proposed methodology. Finally,
2
u-T AR
D ) +(p)

conclusions are made in Section 5.
Cpp = <
2 Process Capability Indices where 1 is the process meang is the process
standard deviation,T is the target valueD = d/3,
The capability indices are widely used in the d = (USL—LSL)/2 is the half specification width)SL
manufacturing industry to evaluate process performanceandLSL are the upper and the lower specification limits,
As we know, process capability indices and Fe|atedCia:(u—T)/D2,andCip:oz/Dz.The indexCpp is @
analysis have been studied and have been the focus isimple transformation of the indeRpm, which provides
quality assurance and capability analysis in recent yearsan uncontaminated separation between information
Those indices establish the relationship between th%oncerning the process accuracy and process precision_
actual process performance and the manufacturingsrom the above definition, it is noted that the
specifications. When a process is in a good state ofmathematical relationship, Cpp = (Cpm)?,
statistical control, its process capability index will be Gia=(3-3Ca)2 (Ca=1—|u—T|/d) andG;p = (Cp)*z
large. On the contrary, it will be small when a process is.an he constructed. The advantag€gf overCpn is that
out of control. The most commonly used capability the estimator of the former has better statistical properti
indicesCp andCyk (Kane[1986]) are defined as follows:  than that of the latter, as the former does not involve a
reciprocal transformation of process mean and variance.
_ _ _ The above indice€, Cpm can provide only a lower
Cp= LFS_67LSL7CpK = {USL HE LSL}7 bound estimation oFl thepprocess yiglidld > 20 (3x
o index value)-1. Note that the highest value that a process
yield might be would not be concerned. For example, if
the index value i€, then the yield of the process would
be equal to or greater tham\’s’cg — 1. Since the index

The indexC, measures the overall process variation Cpp Can be expressed d€m) °, the indexCpp can

; PP : ide a lower bound estimation on the process yield
relative to the specification tolerance. The in@gx takes provi
into account the magnitude of process variation as well ai"eld 2> 2¢(3,/1/Cpp)-1). Some commonly used values

where USL and LSL are the upper and lower
specification limits, respectively is the process mean,
ando is the process standard deviation.

the degree of process centering. However, these tw or Cpp and the correspondinGpm values are listed in
indices fail to account for the process centering. Chan et able 1.

al. [1988] proposed a new capability index, cal@gh, to

evaluate the capability of process while taking into
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Table 1. Some commonly use@pp and the correspondir@Qpm equivalent to test
values

Condition Cpp Cpm Ho : Cep < CaoL
Incapable 4 0.50 .

: <
Capable 1 1.00 Hi: Cep < CitPp

Satisfactory 0.5653 1.33 . . . .
Good 04444 150 Therefore, the required inspection sample size n and

Excellent  0.3586 1.67 critical acceptance valueof Cpp for the sampling plans
Super 025 2.00 can be obtained by solving the following two nonlinear
simultaneous equations (2) and (3).

P (in, n(1+¢2) < n(1+52)°> >1l-a 2

2.2 Sampling Distribution of Cpp CaL
) ) 5 n(1+¢?)c
In practice, sample data must be collected in order to P{ X nn(11+¢2) < C <pB (3
estimate the true process capabil@y,. For measuring LTPD
the process capability based on incapability in@y , where Cag. < Cirep. We note that the required

we consider the natural estimat@pp, the maximum samp[e size is the smallest possiblle'valuermfsatisfying
likelihood estimator (MLE) of Cpp, defined as the equations (2) and (3), and determining ti s sample

following: size, where 1] means the least integer greater than or
equal ton.
_ _ _ S (%—T)2 In fact, the parametef = (1 —T)/o is an unknown
Cop— D2 L &y L (XD L1 ¢ 607 5 value, if we usef = (X — T)/Sto estimate the values of
PP = D2 + D2 — D2 + n & D2 - nD2 1 — ( )/

1) &, the hypothesis testing would be less reliable. To
o n _ eliminate the need for further estimating the paraméter
where X= 3 X/nF=75 (X — X)z/n. we examine the behavior of the critical acceptance values
i=1 i=1 ¢ and the sample siza against the parametdy . We
perform extensive calculations to obtain the critical
acceptance value c¢ and the sample sine for
p 5 &2 = 0(0.01)9.00, with various parameters. Figure 1
. E (X—T)? iglm—ﬂ displays the surface plot for the required sample size
Cpp _ iZL D2 — o2 _ X’nd critical acceptance valuec, versus &2 value for
Cp 2 N oziuT? 2] = nto b -
PP n [0%+(u-T)"] ﬂH%} CaqL = 05917, Cirpp = 1.0 witha = 0.05, B = 0.10.
B From Figure 1, we can observe that the critical acceptance
where § =n? = n(u —T)2/02. Thus Cpp is distributed  value will be smallest a§2 = 0 for a specified. Figure 2
asCppx2,5/(N+0). plots the required sample size n verséi$ value for
' Cagu = 0.8264 0.6944 0.5917, 0.5102 0.4444,
Citep = 1.0 with o = 0.05,8 = 0.10. From Figure 2, we
know that then is decreasing inf? and reaches its
maximum até2 = 0 in all cases. To integrate the analysis
) ) ) _ from this two Figures, we can conclude that flmec) is
A well-designed sampling plan must provide a probability the most conservative §t= 0 for various combination of
of at I_east_la of accepting a lot if the lot fra_lction of CaoL,Citpp With @ and B. For assuring the quality of
defectives is at the contracte®L. The sampling plan  products, the most conservatife,c) can be regarded as
must also provide a probability of acceptance no morethe optimal (n, c). Hence, for practical purpose we may
than B if the lot fraction of defectives is at theTPD solve equations Wlﬂf = 0 to obtain the criterion w,\pp
level, the designated undesired level preset by the buyegnd the required sample simewithout having to estimate
Thus, the acceptance sampling plan must have its OGhe parametet.
curve passing through those two designated points For practical applications purpose, we calculate and
(AQL,1-a) and (TPD,B). To determine whether a given tapulate the critical acceptance values and required
process is capable, we can first consider the followingsample sizes for the sampling plans, with commonly used

Accordind to the above equation (1) and the
assumption of normal distribution, a mathematical
relationship can be  expressed as follows

3 The Variable Sampling Plan Based on Cpp

testing hypothesis a,B,CaoL and Cirpp. Table 2 display(n,c) values for
) producer'sa -risk = 0.01, 0.025(0.025)0.10 and buyef's
Ho: p=AQL (process is capable -risk = 0.01, 0.025(0.025)0.10, with some quality levels,
Hi:p=LTPD (process is not capable (CaoL;  Citpp) = (0.59171.0), (0.44440.5917),

(0.36730.4444), (0.25000.3673. For the proposed
To construct a variable acceptance sampling plan basesampling plan to be practical and convenience to use,
on the capability indexCpp, the above hypotheses is aacceptance sampling plan based Gpp, stated as
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Fig. 1: The surface plot for the required sample siznd critical
acceptance valug versusé 2 value forCag = 0.5917,Cirpp =
1.0 with o = 0.05,3 = 0.10.

oo BEABSYRSESRBRARRS

Fig. 2: The plot of the sample sizeversust? value forCaqL =
0.8264 0.6944 0.5917, 0.5102 0.4444,C tpp = 1.0 witha =
0.05, 3 = 0.10 (from bottom to top in plot).

follows

Table 2: (n,c) values fora -risk=0.01, 0.025(0.025)0.1G3 -
risk=0.01, 0.025(0.025)0.10 with vario(SAQL, CLTPD)

€ 03017 | Cygr —0usss | Cuop - 03673 | cygp - 02500

Crrpp =10 | Cr7pp =03817 | CrTPD=04444 | Crypp =03673

o3 g | n c n c n c n o |c

0.010 |0.010|158]0.7575 |529 |0.5104 |1194 [0.4032 [294 |0.3005
0.025 |133[0.7735 |446 [0.5165 |1008 |0.4064 |247 [0.3053
0.050 (112 |0.7910 |380 |0.5228 (860 |0.4098|209 (0.3104
0.075 |100 |0.8036 |339 |0.5276 [770 |0.4122 [187 |0.3140
0.100 |91 |0.8147310|0.5316 |[705 |0.4143[170 |0.3174
0.025 |0.010 {136 ]0.7404 |453 |0.5041 1019 [0.3999 [252 |0.2955
0.025 (113 |0.7557 376 |0.5101 (847 |0.4031|209 (0.3002
0.050 j94 10,7725 |315 |0.5164 |713  |0.4064 175 |0.3050
0.075 |83 |0.7848|279 [0.5211 631 |0.4089 [154 |0.3088
0.100 |74 [0.7970 252 |0.5253 |572 |0.4111{139 [0.3121
0.050 |0.010{119]0.7233 [392 |0.4979 879 [0.3966 [215 |0.2906
0.025 |97 |0.7380 321 |0.5036 (721 |0.3997|178 |0.2951
0.050 |79 |0.7946 |265 |0.5098 |597 |0.4030|147 |0.2998
0.075 |69 |0.7666 |232 |0.5144 [523 |0.4054[128 |0.3035
0.100 |62 |0.7767 |207 |0.5186 469 |0.4076|115 |0.3066
0075 (0.010(108|0.7112 355 |0.4933 |794 [0.3942(198 |0.2870
0.025 |87 |0.7253 |287 |0.4989 |644 |0.3972[160 |0.2913
0.050 |71 |0.7401 |234 |0.5048 [527 |0.4004 130 |0.2959
0.075 |61 [0.7522|203 |0.5094 (457 |0.4028|113 (0.2993
0.100 |54 |0.7626 |180 |0.5135 407 |0.4050(100 |0.3025
0.100 |0.010 {100]0.7012 [327 |0.4895 |731 [0.3921[183 |0.2840
0.025 |80 |0.7143 |262 0.4948 |587 |0.3950 (147 |0.2880
0.050 |64 |0.7291|212 |0.5005 [476 |0.3981 (118 |0.2925
0.075 55 |0.7401 [182|0.5050 410 |0.4005 (102 (0.2958
0.100 |48 |0.7508 |161 [0.5089 [363 |0.4026|90 |0.2988

4 An Illustrative Example

To show the applicability of the proposed methodology,
we present a case taken from Yen and Chang (2009) for
example.For this amplified pressure sensor process, the
Span is the focused characteristic. The specificationdimit
areT =20V,USL =21V, andLSL = 1.9 V. Suppose

Step 1Choose the producer’s risk and consumer’s risk.the contract formulated from the supplier and the

Select the process capability requiremei@sor, Citrp)
at two risks.

Step 2 Take a random sample of size (> 1) and
computeCpp

Step 3 Make a decision on the lot as follows:

1) Accept the lot ifCpp < €

2) Otherwise, reject the lot

consumer, assume the valueaf. andCyrpp are set to
0.5917 and 1.0 with thed =0.025 andf = 0.01,
respectively. Based on the above specified values in the
contract, we could find the critical acceptance value and
inspected sample size of the sampling plarc) = (136,
0.7404) from the Table 2. Hence, the inspected samples
are taken from the lot randomly and the observed
measurements are displayed in Table 3 The normal
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Normal P-F Plot of Span Table 3: The data for amplified pressure sensors

1.9422 1.9651 2.0230 19712 19975 2.0164 1.9927 1.9566
1.9738 1.9541 1.9800 1.9596 1.9811 2.0088 1.9858 1.9677
2.0001 1.9659 1.9955 1.9842 1.9909 1.9829 1.9684 1.9942
1.9897 1.9836 1.9891 19608 2.0109 1.9912 2.0077 1.9803
2.0106 1.9885 1.9704 19882 19689 1.9553 1.9741 1.9825
1.9640 2.0187 19616 19865 1.9556 1.9817 1.9774 1.9316
02— 1.9841 1.9919 19737 19958 2.0121 2.0021 1.9665 1.9773
1.9841 1.9570 1.9610 2.0015 1.9750 1.9825 1.9758 1.9682
1.9668 1.9696 2.0334 19656 1.9819 2.0116 1.9754 1.9986
2.0114 19861 1.9743 19594 19712 1.9849 1.9711 1.9486
1.9837 1.9424 19744 19605 1.9719 1.9656 1.9549 2.0174
1.9779 2.0072 19875 19781 19834 19893 1.9276 1.9513
1.9971 1.9963 1.9375 1.9941 19763 2.0108 1.9687 1.9559
1.9611 1.9729 1.9992 19925 2.0073 1.9742 1.9557 1.9726
1.9964 1.9614 1.9768 19991 1.9832 1.9847 1.9849 1.9918
1.9748 1.9664 2.0035 1.9822 1.9882 1.9809 1.9920 1.9994
2.0030 19786 1.9720 19834 19726 2.0012 1.9557 1.9874

=
[
|

=
-
1

Expected Cum Prob

02—

demonstrate our proposed approach.The proposed
a0 | | | | sampling plan provides the alternative for implementing
o 0z 0+ 0s 03 Lo the acceptance sampling plan.
Ohswerved Cum Frob
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