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Abstract: Forward error correction (FEC) is a common error control techniqueto improve the quality of video streaming over lossy
channels. To optimize the data recovery performance, frame-level FEC schemes have been proposed for streaming video to maximize
playable frame rate (PFR) within transmission rate constraint on a randombinary symmetric channel (BSC). However, burst loss is a
commonplace in current Internet architecture, and the FEC efficacy can be degraded since the burst data losses easily exceed the error
correction capacity of FEC. Accordingly, an estimated video quality modelover burst loss channels is proposed in this paper to evaluate
the impact of burst loss for FEC-based video applications. In addition to the model analysis, the simulation experiments on the NS-2
network simulator are conducted at a given estimate of the packet loss probability and average burst length. The results suggest a useful
reference in designing the FEC scheme for video applications, and as thevideo coding and channel parameters are given, the proposed
model can provide the optimal FEC solution to achieve a better reconstructed video quality than the FEC model based on a random
BSC channel.
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1 Introduction

Packet losses can severely affect the quality of delay
sensitive streaming video over the wired/wireless
Internet. In the current Internet architecture, the packet
loss tends to be bursty due to the network congestion
and/or wireless errors. In order to improve the quality of
media streaming, forward error correction (FEC) is a
well-established technique to maintain video quality for
combating losses and errors in end-to-end networks [9].
In a generic FEC scheme, the redundant packets are
generated by FEC encoder and transmitted along with
source packets. If the receiver side can collect enough
packets, the source data can be reconstructed by FEC
decoder without error. Compared with the automatic
repeat request (ARQ), which retransmits lost data through
an end-to-end acknowledgement mechanism, FEC is
usually preferred for real-time video applications due to
lower end-to-end delay.

The optimal FEC control schemes have been
proposed for streaming video based on a playable frame
rate (PFR) model to evaluate the quality of video
streaming. In [7], Wu et al. derive an analytical FEC
model within TCP-friendly rate constraint for MPEG
video streaming to obtain the optimal reconstruction
quality of group of picture (GOP). Yuan et al. in [8] apply
FEC at the GOP level to increase the error correction
capacity of FEC with more computational complexity in
average since a larger amount of video data need to be
process. Their optimal frame-level FEC regards the
transmission channel as a random binary symmetric
channel (BSC) or uniform loss model, and assume that
the adjacent packet losses are independent.

The burst losses induced by network congestion
and/or wireless errors have a great impact on the
efficiency of FEC. Related works in [12,13,14,15] have
shown that the FEC schemes become very ineffective
over burst-loss transmission channels since the receiver
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may not receive a sufficient number of packets with each
FEC-encoded block to reconstruct the original data.
Attempting to resolve this problem, different FEC control
approaches can be adopted to increase the transmission
reliability for video streaming applications, with an
additional end-to-end delay. Typical approaches under
consideration are to use longer block size for FEC coding,
and to adopt interleaving cross multiple blocks. Using
longer block size can provide higher error correction
capacity, but causes the additional packet buffering
latency and FEC processing delay, both of whom
contribute to the end-to-end delay. In the FEC
interleaving, the sender reorders the transmission
sequence of the FEC blocks such that the continuous
losses are distributed amongst different blocks at the
receiving side. By converting burst losses into random
errors, the FEC interleaving mitigates the impact of long
loss burst on FEC efficiency [10,11]. Generally, the
interleaving degree (i.e., the amount of interleaved FEC
blocks) can be determined by the average loss burst
length. An alternative approach to achieving graceful
video quality degradation in processing burst losses is to
use unequal error protection (UEP). The UEP technique
differentiates the FEC protection level for prioritized
video data.

For FEC-based video applications over burst-loss
transmission channels, the FEC coding and UEP should
be different from those given by the FEC model based on
the assumption of random BSC channels. It is therefore
necessary to consider the burst loss pattern in building the
FEC model. Accordingly, this paper presents an analytical
FEC model to compute an expected quality of decoded
video for the video streaming over burst-loss channels.
Assuming the average packet loss rate and average burst
loss length can be available in the network, a two-state
Markov chain is adopted as the burst packet loss process.
By integrating the burst loss process into the frame-level
FEC coding model, our analytical model presents the
performance of FEC over burst-loss channels and further
provides the optimal FEC solution as the video coding
and channel parameters are given. The analytical and
simulation experiments are conducted to observe the
differences in PFR performance between the random BSC
channel and the two-state Markov channel. The
experimental results can suggest a useful reference in
designing the FEC scheme over burst-loss channels, and
also shows that the proposed model outperforms the FEC
model based on the uniform loss process.

The remainder of this paper is organized as follows.
Section II introduces the background about the analytical
model in previous researches, while Section III
formulates the PFR model to evaluate the video quality
over burst-loss channels. Section IV presents and
discusses the performance results. Finally, Section V
provides some brief concluding remarks.

2 Background

2.1 Forward Error Correction

Systematic Reed-Solomon (RS) erasure codes are the
linear erasure code used to protect video data from
channel losses. RS codes, RS (n, k), groups the source
data packets into FEC blocks of a predetermined sizek,
and then encodesn = k + h packets for network
transmission, whereh ≥ 0 is the number of redundant
packets. Provided thatk or more packets are successively
received, the FEC block can be successfully
reconstructed. For simplicity, a Bernoulli/uniform loss
model can be used for modeling the packet loss process
with the parameter of average loss rate. Given the packet
loss probability,PB, the probability that at leastk packets
is successfully reconstructed can be computed using

B(n,k,PB) =
n

∑
i=k

[(

n
i

)

(1−PB)
i(PB)

n−i
]

(1)

2.2 Playable Frame Rate for MPEG Video

In MPEG, a video can be divided into several groups of
pictures (GOP), and each GOP contains three types of
frames in a periodic sequence. Thus, the raw video data of
MPEG video are encoded as Intra-coded (I), Predictive
(P), and Bidirectional (B) video frames. An I frame is just
a frame coded as a still image and encoded without
dependence on any past frames. A P frame is encoded
based on motion differences from the previous I frame or
P frame. B frames are encoded based on the motion
differences from the immediate past and future I or P
frame. Due to the coding dependency, three types of
frames have a descending order of importance (i.e., I, P,
B). The organization of frames in a typical GOP is
arranged as follows:

IB0,0 · · ·B0,NBP−1P1 · · ·PmBm,0 · · ·Bm,NBP−1Pm+1 · · ·PNPBNP,0 · · ·BNP,NBP−1

(2)
whereNP is the number of P frames,NB is the number of
B frames in the GOP, andNBP is the number of B frames
in between an I and a P frame or two P frames. Denote the
encoding frame rate per second asRF , the effective GOP
transmission rate is given by

G =
RF

1+NP +NB
(3)

According to Eq. 1 the probabilities of successful
transmission for three frame types are obtained from

QI = B(SI +SIF ,SI ,PB)
QP = B(SP +SPF ,SP,PB)
QB = B(SB +SBF ,SB,PB)

(4)

whereQI , QP, and QB are the probability of successful
transmission of an I, P, or B frame, respectively;SI , SP,
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andSB are the I, P, B frame size (in packets);SIF , SPF , and
SBF are the number of FEC packets for I, P, and B frames.

To evaluate the video streaming performance, the
playable frame rate (PFR) is a good measure in a lossy
network. The PFR is defined as the expected number of
decodable frames at the receiver, and can be calculated
according to [7]:

R = G ·QI

[

1+
QP−Q

NP+1
P

1−QP
+NBP ·QB

(

QP−Q
NP+1
P

1−QP
+QIQ

NP
P

)]

(5)

3 Analytical Model

The proposed analytical model aims at providing the
reference performance of FEC on MPEG video over
burst-loss channels. In Section 2.2, the relationship
between the burst loss and PFR is not addressed. In this
section, the burst packet loss model is introduced first,
and we then present a playable frame rate model over
burst-loss channels.

3.1 Burst Packet Loss Model

In this study, the burst packet losses over the network are
modeled by the Gilbert-Elliott model (i.e., two-state
Markov model). Many studies show that the Markov
model is a good approximation of Internet packet loss
pattern for both wired and wireless transmissions [1,2,3,
4,5]. In the Good state, a packet is dropped with a
probability of 0, while in the Bad state, a packet is
dropped with a probability of 1. The transition probability
from the Bad state to the Good state is denoted asp,
while the transition probability from the Good state to the
Bad state is denoted asq. In the two-state Markov model,
the average packet loss probability shows as:

PB =
q

p+q
(6)

Then the average burst length (ABL),LB, is the average
number of consecutive packet losses:

LB =
1
p

(7)

Packet loss based on two-state Markov chain can be
modeled as a renewal error process [6]. The lengths of
consecutive error-free gaps are distributed identically.
Following [6], let the gaps length v be the event that after
a lost packet,v-1 packets are received successfully and
another packet is lost. Letg(v) be the gap density
function which gives the probability of a gap lengthv,
i.e., g(v) = Pr(1v−10|0), where the 1v−1 denotes
consecutively received packets. Therefore, the gap

distribution function G(v) is the gap length which is
greater thanv−1, i.e.,G(v) = Pr(1v−1|0). That is

g(v) =

{

1− p f or v = 1

p(1−q)v−2q f or v > 1

G(v) =

{

1 f or v = 1

p(1−q)v−2 f or v > 1

(8)

According to Eq.6 and Eq.7, Eq.8 can be modified to

g′(v,PB,LB) =







1− 1
LB

f or v = 1

1
LR

(

1− PB
(1−PR)LR

)v−2 PB
(1−PR)LR

f or v > 1

G′(v,PB,LB) =







1 f or v = 1

1
LB

(

1− PB
(1−PB)LB

)v−2
f or v > 1

(9)
It is noted that the receiver is responsible for periodically
returning channel information, such as average packet loss
probability (PB) and average packet loss burst length (LB),
to the sender. Based on Eq. 9, when the sender receives
the feedback information from the receiver, the sender can
usePB andLB to build the bursty loss model based on the
current channel conditions. The probability ofm-1 packet
losses within the nextn-1 packets following a lost packet is
R(m,n,PB,LB ) and can be calculated by recurrence. Thus,

R(m,n,PB,LB) =
{

G′(n,PB,LB) f or m = 1

∑n−m+1
v=1 [g′(v) ·R(m−1,n− v,PB,LB)] f or 2≤ m ≤ n

(10)
Finally, P(m,n,PB,LB) is the probability ofm loss packets
within a block ofn packets

R(m,n,PB,LB) =

∑n−m+1
v=1 [PBG′(v,PB,LB) ·R(m,n− v+1,PB,LB)] f or 1≤ m ≤ n

(11)
For a block ofn packets containing no loss packets, its
probability can be computed as

P(0,n,PB,LB) = 1−
n

∑
m=1

P(m,n,PB,LB) (12)

Finally, to analyze the effects of FEC for the bursty
network, given the packet loss rate and average packet
loss burst length, the probabilityB′(n,k,PB,LB) that at
leastk packets is successfully reconstructed can be given
by

B′(n,k,PB,LB) = 1−
n

∑
i=n−k+1

P(i,n,PB,LB) (13)

3.2 Playable Frame Rate with Burst Loss Model

For MPEG video, the frame-level FEC produces
redundancies for video frames and protects each video
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frame individually. Thus, according to Eq. 13, the
probabilities of successful transmission for different
frames can be expressed as follows:

Q′
I = B′(SI +SIF ,SI ,PB,LB)

Q′
Pu
= B′(SPu +SPFu ,SPu ,PB,LB)

Q′
Bu,w

= B′(SBu,w +SBFu,w ,SBu,w ,PB,LB)
(14)

where Q′
I is the successful transmission ratio of the I

frame; Q′
Pu

is the successful transmission ratio ofu-th P
frame in a GOP;Q′

Bu,w
is the successful transmission ratio

of w-th B frame following u-th P frame; SPFu is the
number of FEC packets for theu-th P frame in a GOP;
and SBFu,w is the number of FEC packets for thew-th B
frame following u-th P frame. To cater for the
TCP-friendly bandwidth constraints in streaming video
with FEC, the temporal scaling approach can be used to
adjust the amount of video data. In the temporal scaling
approach, the video frames with lower priority are
discarded before transmission to match the available
TCP-friendly transmission rate.

Therefore, the playable frame rate of I frame in a GOP
is simply the I frame transmitted successfully

R′
I = G ·Q′

I ·DI (15)

whereG defines the GOP rate using Eq. 3 andDI is a
binary parameter to indicate the temporal scaling decision
of I frame. Specifically, the value ofDI is set to 0 as the
I-frame is dropped; on the other hand, the value ofDI is
set to 1 as the I-frame is transmitted. This binary setting
similarly applies for other video frames. Since each
subsequentPu in a GOP depends upon the success ofPu−1
and its own successful transmission. Let the temporal
scaling parameter of framePj be DPj , the playable frame
rate ofPu is shown:

R′
Pu
= R′

I ·
u

∏
j=1

(Q′
Pj
·DPj) (16)

The playable frame rate for all P frames in a GOP as
following:

R′
P =

NP

∑
u=1

R′
Pu
= G ·Q′

I ·
NP

∑
u=1

u

∏
j=1

(Q′
Pj
·DPj) (17)

In MPEG, all B frames following the same P frame
have the similar dependency relationship and these B
frames have the same playable frame rate by denoting the
temporal scaling parameter of frameBu,w asDBu,w :

R′
Bu,w

= R′
Pu+1

·Q′
Bu,w

·DBu,w , where 0≤ u ≤ Np −1 (18)

When the B frames locate in the end of the reference
GOP, these B frames not only depend on the last P frame
(i.e., PNP), but also depend on the leading I frame of the
next GOP:

R′
Bu,w

= R′
Pu
·Q′

Bu,w
·DBu,w ·Q

′
I ,where u = NP (19)

Finally, the playable frame rate for all B frames in a GOP
can be computed:

R′
B =

NP

∑
u=0

NBP−1

∑
w=0

R′
Bu,w

(20)

Thus, the total playable frame rate of a GOP is expressed
by

R′ = R′
I +R′

P +R′
B (21)

The main difference between our proposed and the
previously introduced model in [7] is that our proposed
model takes the burst packet loss into consideration and
adopts a two-state Markov model as the underlying
packet loss process. Furthermore, Eq. 9 provides a
parameter conversion method to realize the model
calculation by means of using the available channel
parameters of average packet loss rate and average burst
length. As a result, given the transmission channel
parameters (i.e.,PB andLB) and the video details (e.g., the
amount of I, P, and B packets), the model can calculate an
optimal solution of the required FEC redundant packets
for video frames to achieve the highest PFR value under
the transmission rate constraint. A detailed discussion of
the optimal FEC control is presented in the Section 3.3.

3.3 Optimal Frame-level FEC Control

Uniform datagram protocol (UDP) is generally used in
video streaming in order to provide a steady data
transmission rate. Moreover, it is widely agreed that the
UDP transmission should be TCP-friendly to avoid
network congestion loss and delay. A TCP-friendly video
flow needs to regulate its output rate to match the
TCP-friendly transmission rate. Padhye et al. [16] have
shown that the upper bound on the TCP-friendly
bandwidth T (in bytes/sec) of a network flow is given by

T =
S

tRT T

√

2PCB
3 + tRTO(3

√

3PCB
8 )PB(1+32PCB

2)
(22)

whereS is the packet size in bytes,tRT T is round-trip time
in seconds,PCB is the congestion-induced packet loss
probability, andtRTO is the TCP retransmit timeout value
in seconds.

In the GOP, the video frames can be classified in
terms of their type and their distance from the leading I
frame. The loss of an I frame has a significant effect on
the video quality of the entire GOP, and hence the I frame
is assigned the highest priority. The P frames have a
temporal dependency, and thus P frames which are closer
to the I frame are assigned a higher priority than those
located further from the I frame. Finally, the B frames are
not used as references by any of the other frames in the
GOP, but cannot be dropped continuously since this will
result in a temporal quality degradation. Thus, the B
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frames are selected evenly throughout the GOP in
accordance with their distance from the reference I frame,
and are assigned a progressively reducing priority
accordingly. That is, the first B frame after the I frame is
assigned the highest priority, the first B frame after the
first P frame is assigned the next highest priority, the first
B frame after the second P frame is assigned the next
highest priority, and so on. As a result, the original GOP
pattern shown in Eq. 2 is re-organized to form a frame
priority sequence as follows:

IP1P2 · · ·PNPB0,0B1,0 · · ·BNP,0B0,1 · · ·BNP,1 · · ·BNP,NBP−1
(23)

According to the video frame priority, the temporal
scaling approach drops frames starting from the tail of the
sequence and moving towards the head of the sequence.
Combined with the temporal scaling approach, the FEC
allocation problem to obtain an optimal PFR value under
the constraint of TCP-friendly transmission rate becomes

Maximize
R′ = R′((NPD,{NBDu}),(SIF ,{SPFu},{SBFu,w}),PB,LB)
Sub ject to :

G ·

(

(SI +SIF )+∑NP−NPD
u=1 (SPu+SPFu

)+

∑NP−NPD
u=0 ∑NBP−NBDu−1

w=0 (SBu,w +SBFu,w)

)

·S ≤ T

0≤ NPD ≤ NP,0≤ NBDu ≤ NBP
0≤ SIF ≤ SI ,0≤ SPFu ≤ SPu ,0≤ SBFu,w ≤ SBu,w

(24)

whereNPD is the number of dropped P frames, and
NBDu is the number of dropped B frames which following
u-th P frame. Note that the leading I frame is never
dropped, even under low-bit-rate transmission conditions,
in order to avoid interrupting the video presentation.

Table 1: SYSTEM PARAMETER SETTINGS.
The number of I Frame (packets) 25
The number of P Frame (packets)8
The number of B Frame (packets)3

GOP Length 12
NBP 2
NP 3
PB 1%-10%
LB 1-10

Packet size (bytes) 1024
FEC(SIF ,SPF ,SBF ) (0,0,0),(10,0,0),

(10,4,0),(10,4,1)

4 Performance Analysis

This section presents the analytical results for PFR
models based on the uniform packet loss process
(uniform-PFR model) and the renewal packet loss process
(renewal-PFR model), respectively. We further conduct

the NS-2 simulation experiments to observe the video
streaming performance under the realistic network
environment. The simulation topology is shown in Figure
1. The wireless link was assumed to have length of 10
meters and the transmission was performed in accordance
with the IEEE 802.11b 11 Mbps protocol. Table I gives
the system settings. For all experiments, four different
FEC UEP settings were adopted to determine the
differentiated protection degrees at the video frame level.
In the stronger protection degree, more low-priority frame
types received FEC redundancies. For instance, the
strongest protection degree had the redundant packets of
10, 4, and 1 for I, P, and B frame, respectively. All results
were presented in PFR ratio (%).

Fig. 1: The simulation topology

4.1 Analysis Results

The analytical results are obtained by using Eq. 5 for the
uniform loss model and Eq. 21 for the renewal loss
model. Figure 2 shows the PFR results as the average
burst length varies from 1 to 10. The simulation results
are also plotted to observe the PFR behavior in the
realistic network environment. In Figure 2 (a), the average
packet loss rate is 1% for all analytic and simulation
cases, while the average packet loss rate is set to 5% in
Figure 2 (b). As shown in Figure 2, it can be seen that the
uniform-PFR model is irresponsive to the changes in the
burst packet loss length and presents the differentiated
PFR values for different FEC UEP settings. For the
renewal-PFR model, we can observe that (1) both two
cases with lower UEP protection degree- FEC (0, 0, 0)
and FEC (10, 0, 0), has the increased PFR values as the
average burst loss length increases, and (2) other two
cases with higher UEP protection degree- FEC (10, 4, 0)
and FEC (10, 4, 1), receives the decreased PFR values as
the average burst loss length is increased and their PFR
values are still higher than that obtained by the lower
UEP protection degrees. It is noted that the larger burst
packet loss length produces the lower packet loss rate
since more packet losses easily aggregate for a long burst
packet loss length with the fixed packet loss rate. For the
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(a)

(b)

Fig. 2: The PFR ratio comparison with varied average burst
length: (a) PLR=1%, (b) PLR=5%

cases with lower UEP protection degree, the long burst
loss length thus causes the increased PFR values. As to
the cases with higher UEP protection degree, it is
observed that the longer burst loss length easily decreases
the FEC efficacy since the receiver may not receive a
sufficient number of packets with the FEC-encoded P and
B frames to reconstruct the original video frames.

Figure 3 shows the PFR results as the average packet
loss rate varies from 1% to 10%. In Figure 3 (a), the
average burst length is 3 for all analytic and simulation
cases, while the average burst length is set to 6 in Figure 3
(b). Comparing Figure 3 (a) with Figure 3 (b), for the
renewal-PFR model, the cases with higher UEP
protection receives lower PFR levels as the average burst
length is increased to 6, and the cases with lower UEP
protection receives higher PFR levels. For the
uniform-PFR model, all PFR curves in Figure 3 (a) are
the same as those in Figure 3 (b) since the uniform-PFR
model is unaware of burst packet loss. From Figure 2 and
Figure 3, the uniform-PFR model under-estimates the
PFR for the cases with lower UEP protection degree,
while it over-estimates the PFR for the cases with higher
UEP protection degree. In addition, the PFR curves of the
simulation and the proposed renewal-PFR model are
close to each other.

(a)

(b)

Fig. 3: The PFR ratio comparison with varied packet loss rate:
(a) ABL=3; (b) ABL=6

4.2 Optimal Result Comparison

In order to evaluate the optimal PFR performance for two
different packet loss processes (i.e., Eq. 5 and Eq. 21), a
series of NS-2 simulations were conducted to observe the
video streaming performance as the optimal solutions for
two different packet loss processes are calculated to
obtain the frame-level FEC coding parameters (SIF , SPF ,
SBF ) and frame discarding parameters (NPD, NBD). In the
simulation experiments, the congestion-induced packet
loss rate in the wired link was 1%, and the TCP-friendly
transmission rate was calculated as in Eq. 22. In the
wireless link, the wireless packet loss rate was set in the
range of 1% to 10% and the average burst packet loss
length was assigned values of 1 to 10. The round trip time
(RTT) was 50 ms. We assume ACK packets are always
successful in transmission. The remaining settings keep
unchanged. In the video sender, the test video clip
(“Foreman”) was encoded in an MPEG-4 QCIF format
(176 x 144) and transmitted to the wireless client at a rate
of 30 frames per second.

The FEC coder applies the Reed-Solomon codeRS (n,
k) to the video packets, and the FEC coding rate is given
by Rc = k/n. The lower coding rate indicates a larger
amount of redundant packets (n − k) for k source video
packets to provide the higher protection degree.
According to the constraint on FEC redundancies defined
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(a)

(b)

Fig. 4: The coding ratio comparison between uniform-PFR
model and renewal-PFR model: (a) varied average burst length,
(b) varied packet loss rate. For each compared model, coding rate
curves for I, P, and B frame are plotted respectively

in Eq. 24, the FEC coding ratio is ranged from 0.5 to 1.
Figure 4 (a) shows the coding ratios of three frame types:
I, P, and B, as the average burst loss length is varied from
1 to 10 and the packet loss rate is fixed to 5%. Noted that
for P and B frame type, their coding ratio results are
obtained from the statistic data of all available P and B
frames in the GOP. From Figure 4 (a), we can observe
that for the renewal-PFR model, the required coding
ratios of I and P frame decrease to obtain the optimal FEC
results as the burst loss length is increased. On the other
hand, the coding ratio of B frame is increased to receive a
lower error protection level with the longer average burst
length. For the uniform-PFR model, which is unaware of
burst loss, the coding ratios of three frame types keeps
unchanged, and B frames have lowest coding rate among
all frame types since the amount of B-frame packets is
typically small to obtain the coding ratio of 0.5.

Figure 4 (b) shows the coding ratios of three frame
types as the packet loss rate is varied from 1% to 10% and
the average burst loss length is fixed to 3. For the
renewal-PFR model, the UEP level provided by the three
different frame types is apparent. Furthermore, all coding
ratio curves maintain constant as the packet loss rate
varies. This is because the renewal-PFR model attempts
to combat with the long loss burst length of 3 in the

(a)

(b)

Fig. 5: Performance comparison for three different FEC
schemes: (a) varied ABL; (b) varied PLR

presence of increased packet losses. For the uniform-PFR
model, the coding ratio of I frame is decreased to obtain
more FEC redundancies as the packet loss rate increases.
As the packet loss rate is lower than 8%, the renewal-PFR
model has lower coding rates of I frame than the
uniform-PFR model. Generally, the renewal-PFR model
applies stronger protection to high-priority video frames
over the burst-loss transmission channel, comparing to the
uniform-PFR model.

Figure 5 shows the optimal PFR ratios achieved by
three cases: “No FEC”, “Uniform”, and “Renewal”. In the
Figure 5 (a), the average burst length is varied from 1 to
10 as the packet loss rate is fixed to 1% and 5%. The PFR
ratio is defined as the ratio of the measured PFR at the
receiver over the encoding frame rate (i.e., 30fps). We can
observe that both two cases of No “FEC”, has the
increased PFR values as the average burst loss length
increases, and all the other cases receives the decreased
PFR values as the average burst loss length is increased.
However, either the uniform-PFR model or the
renewal-PFR model outperforms the “No FEC” case.
Another result is shown in Figure 5 (b) as the average
packet loss rate varies from 1% to 10% and as the average
burst length is fixed to 3 and 6. As the packet loss rate
increases, the PFR gap between the renewal-PFR model
and the uniform-PFR model is increased accordingly for
both cases of ABL=3 and ABL=6. From Figure 5, it can
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be seen that, for the renewal-PFR model: (1) the measured
PFR value is higher than that of the uniform-PFR model
and (2) the largest PFR gain of 12.34% occurs as the
average burst length is 3 and packet loss rate is 10%.

5 Conclusions

In this paper, an analytical model is derived to evaluate
the MPEG video delivery performance of frame-level
FEC scheme over the burst-loss channels. The analytical
results show that the burst loss affects the FEC efficacy,
and the PFR model based on the uniform loss process
easily lead a performance bias under the burst-loss
condition. Through a series of NS-2 simulation
experiments, our proposed model can calculate the
optimal FEC coding parameters for the given system
settings and obtains a better PFR results than the FEC
model based on the uniform loss process. The future
works are to include more FEC techniques, such as the
interleaving, into the proposed model, and to use an
n-state Markov model as the packet loss process to adapt
the proposed model to the dynamically varying network
situation in wireless mobile communications.
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