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Abstract: Neural machine translation (NMT) model uses deep learning algorithms to translate text from one language
to another. With continuous advancements in this field, numerous state-of-the-art techniques have been developed to
make translations more accurate and faster. However, the development of Urdu-to-English (UR-EN) machine translation
(MT) systems has remained limited compared to other language pairs. The complexity of Urdu language, characterized
by its unique writing system and intricate morphology contributes to this limitation. Furthermore, the lack of large,
standardized datasets and linguistic resources for Urdu makes it hard to create effective UR-EN translation models. This
research introduces a specialized NMT model for translating Urdu text to English. It uses a transformer-based method
with subword tokenization to improve the accuracy of previous Urdu-to-English translation models. This study achieved
an impressive BLEU score of 45.58, showing that the transformer with subword tokenization performs well for UR-EN
translation. The trained model outperformed the classical Transformer with word-level tokenization and the Transformer
with attention-based dropout layer by +43.48 BLEU scores. This noteworthy achievement underscores the effectiveness
of the proposed approach and demonstrates its potential for practical deployment in UR-EN translation tasks.

Keywords: Low Resource Language, Multi-Head Attention, Neural Machine Translation, Positional encoding, Sub-
Word Tokenization, Transformer, Urdu, Word Embedding

1 Introduction

Machine translation (MT) is an automated process that translates bilingual text from one language to another
using computer algorithms. Machine translation techniques have become increasingly proficient, particularly
in translating widely spoken languages that have abundant training data. This progress has greatly improved
translation accuracy and quality for language pairs such as English, German, French, and Chinese. There are
sufficient linguistic resources available for these languages. According to Ethnologue [1], there exists 7,168 living
languages spoken around the world. Many of these languages are considered low-resource in the field of natural
language processing (NLP). A number of these languages lack important linguistic resources, such as large
annotated datasets and pre-trained models. Due to the limited linguistic resources available for low-resource
languages, it can be difficult to apply state-of-the-art NLP techniques and achieve high performance.

Urdu, despite being spoken by millions of people, falls into the category of low-resource languages. The lack
of linguistic resources and tools available for Urdu presents difficulties. Developing robust and reliable Urdu
NLP systems, such as machine translation (MT), sentiment analysis, and named entity recognition (NER), can
be challenging without sufficient data and resources [2].

While facing resource limitations, there are ongoing efforts to generate resources and develop NLP tools
specifically for Urdu. These initiatives involve creating linguistic corpora, sentiment lexicons, and MT systems.
The goal is to bridge the resource gap and improve the accessibility and quality of NLP applications for Urdu
speakers. Urdu poses unique challenges for natural language processing systems. Its grammar and writing system
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include many complex variations. However, machine translation systems for Urdu show potential to address these
obstacles and enable automated translation between Urdu and other languages. Urdu MT systems aim to bridge
the language barrier by generating approximate translations that convey the general meaning of the original
text [3].

MT has observed substantial developments in recent times, particularly in the field of translating widely
spoken or universal languages like English, German, French, Chinese, and many others [4]. These languages
often possess abundant training data, which allows MT models to learn and generalize patterns with great
effectiveness [5]. As a result, MT systems have become increasingly proficient at producing accurate and high-
quality translations in these language combinations. The availability of wide range of training resources is
important for advancing the capabilities of MT. These resources are important for enhancing its performance
in translating these widely used languages [6].

Classical MT encompasses various approaches for automatically translating text from one language to
another. The prominent types of MT include rule-based machine translation (RBMT), which utilizes
dictionaries and linguistic rules created by human linguists [7]. While effective in structured contexts, RBMT
often struggles with the complexity and variability of natural language. To address these limitations, statistical
machine translation (SMT) was developed. SMT uses statistical models and algorithms to learn translation
patterns from parallel corpora [8]. SMT marked a significant improvement, allowing for more flexible and
data-driven translations. Example-based machine translation (EBMT), focuses on reusing previously
translated segments from a bilingual corpus [9]. Phrase-based machine translation (PBMT), a subset of SMT,
looks for repeated phrases or sentences in parallel corpora. PBMT extracts common translation pairs or
“phrases.” [10] from source sentences. he advent of neural machine translation (NMT) represented a major leap
forward. NMT employs neural networks with an encoder-decoder architecture to generate translation. Finally,
hybrid machine translation combines multiple techniques to leverage their respective strengths and enhance
translation quality. Researchers continue to work on improving MT systems using these diverse approaches.

NMT consists of ML methods that learn the translation directly from large bilingual text corpora. In
particular, NMT systems are based on neural networks (NN) that are trained in a supervised fashion. During
training, the network is shown sentence pairs with a source sentence in one language and the corresponding
reference translation in the target language. The network learns to translate source sentences into the target
language by matching its output to the reference translation [11]. Two prominent NN architectures used in NMT
are recurrent neural networks (RNNs) and convolutional neural networks (CNNs) [12]. RNN-based models, such
as the long short-term memory (LSTM) [13] and gated recurrent unit (GRU) [14], are widely employed in NMT.
These models have seen substantial improvements in recent years, largely facilitated by the emergence of the
attention mechanism [15] and the Transformer model [16]. While current NMT systems have reached close-to-
human quality in translation [17], there is still room for improvement when it comes to translating low-resource
languages. Many studies have successfully applied Transformers to various language pairs, demonstrating their
flexibility in learning relationships between different language pairs. Transformers are the most widely adopted
frameworks in NMT today. NMT using Transformer models remains an active area of development that holds
great promise for continuing to push forward gains in translation quality [18].

While NMT has achieved significant advances for numerous language pairs, Urdu-English MT remains a
comparatively understudied domain. A few research studies attempt to use NNET to translate Urdu-to-English
and vice-versa. Andrabi et al. implemented LSTM for UR-EN translation task [19]. Khan et al. uses artificial
neural network (ANN) for English-Urdu MT task [20]. In a subsequent study, khan et al. implemented LSTM
and GRU to translate Urdu-to-English MT [21]. Rauf et al. presented a comparative study of English-to-Urdu
using encoder-decoder attention-based NMT [2]. In a recent attempt, Naeem et al. experimented with English-
to-Urdu MT task using RNN-based NMT i.e. LSTM and GRU [22]. From the literature review it is clear that
there has been limited exploration in translating Urdu-to-English using RNNs. Furthermore, there is virtually
no research on employing transformer for Urdu-to-English MT. This research aims to help address this gap
through the following key contributions:

1. Developing an Urdu-to-English NMT model leveraging the Transformer architecture, which has proven
effective for other language pairs but has seen limited application to Urdu-English translation.

2. Fine-tuning the baseline Transformer model on a large parallel Urdu-English text corpus using subword
tokenization.

3. Evaluates the fine-tuned Transformer model while it is learning and exploring the structural distinctions
between Urdu and English.

4. and thoroughly analyze the translation results generated by the trained model.

This study is divided into the following sections: Section 2 reviews relevant prior studies to provide context
for the contributions of this work. Section 3 describes the Transformer architecture and how it is applied to
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Table 1: Review of Literature

Framework Ref Languages Dataset
[23]  Urdu-English Own Dataset
Transformer [24]  Dutch (NI)-German (De), Romanian (Ro)-Italian (It) IWSLT 2017
§ [25]  English-German WMT 2014
[26]  (English-Thai, Myanmar),(Thai-English, Myanmar), (Myanmar-English, Thai) ~ASEAN-MT Parallel Corpus
[27]  Hindi-Marathi Own dataset
[28]  AKAN-Twi to English Own dataset
[29]  Chinese-English NIST’12 (Zh-En-Small) benchmarks
[30]  English-German, Japanese-English, Sinhala-English Transformer WMT’14, (newstest13, newstest14) Michel and Neubig-2018, FLoRes
With BPE [31]  English-Irish Dataset from the Directorate General for Translation (DGT)
[32]  Hindi English IIT Bombay English-Hindi Corpus
[33]  Chinese-English NIST12 (Zh-En), MT06 and MT08
[34] De-En, En-De, Fr-En, En-Fr WikiText-103 language task
[35]  De-En, Cs-En, FI-En, Ru-En WMT15
Charchter-level [36]  English-German and English-Czech; English-Turkish. WMT14, WMT18
Transformer [37]  Czech and Croatian, German, Hungarian, Slovak, and Spanish MultiParaCrawl corpus
[38]  English to Fr, Ro, Fi, Tr, He, Ar, Vi, MI OPus 100 corpus

machine translation. Section 4 examines the results generated by the implemented Transformer model using
subword tokenization. Lastly, Section 5 summarizes the paper and reflects on some challenges encountered
when employing the Transformer and suggests opportunities for further exploration on this topic.

2 Related Work

This section reviews related work on applying Transformer to machine translation and recent developments in
Transformer architectures. Table 1 and Table 2 summarize the key aspects of different techniques and methods
from the literature.

2.1 Transformer Models

Transformers have become the leading neural machine translation (NMT) architecture in recent years. Since their
introduction, Transformer models for NMT have consistently achieved top-tier results in MT and researchers
continue advancing the methodology each day. Recently, considerable work has explored leveraging Transformers
for various language pair translations.

Israr et al. conducted an extensive experiment comparing RNN, CNN, and Transformer-based models for
Urdu-English machine translation. They trained six different NMT models including transformers for the same
Urdu-English dataset. Through their trials translating Urdu to English, Israr et al. achieved the highest BLEU
score of 47.0. The Transformer performed significantly worse than the other approaches, achieving notably
lower BLEU scores and translation quality. Based on the findings the study determined that of all the models
evaluated, the Transformer technique proved least effective for Urdu-English translation task [23] [39]. Lakew
et al. experimented with Transformers and RNNs for multilingual NMT. They analyzed the performance and
translation quality of Transformers for six language pairs through statistical and interpretative analysis of
translations from bilingual, multilingual, and zero-shot systems. Their findings concluded that the Transformer
approach delivered the highest performance across all techniques evaluated [24].

Ahmed et al. proposed the weighted Transformer for translating En-to-Du. The proposed model
implements a modified version of multi-Head attention. Instead of using a regular multi-head attention, the
model computes and combines multiple self-attention during training. The proposed model outperforms the
conventional Transformer with multi-head attention. The model trains faster and converges earlier during
training and achieves better performance than the original Transformer network [25].

San et al. explored Transformer and their variational models for translating low-resource languages i.e. Thai
Myanmar and English language. The datasets available for these languages are very small. To handle the limited
resources they considered enhancing the existing dataset using data augmentation techniques such as SwitchOut
and Ciphertext (CipherDAug). On all datasets, the multi-source transformer with CipherDAug achieved the
best BLEU [26]. In subsequent efforts to translate the low-resource languages using a transformer Dhanani et
al. implemented the model for Marthi-Hindi translation task [27], agyei et al. for AKAN-English [28], Wang et
al. for Chinese-English [29] translation task.
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Table 2: Summary of Research findings

S.No. Ref Model Used Research findings

1. [23] Transformer, CNN, LSTM, GRU Low BLEU, Higher TER, Translation Quality

2. [24]  Transformer, RNN Improved BLEU score, lower TER, mTER, and 1TER score
3. [25]  Transformer Improved BLEU score, faster Training

4. [26] Transformer, mBART BLEU, TER, chrF

5. [27]  Transformer Improved BLEU, TER score

6. [28]  Transformer Improved BLEU

7. [29] Transformer Improved BLEU Score, faster and smaller model
8. [30] Transformer Improved BLEU, Translation Quality

9. [31] Transformer, RNN Improved BLEU, TER, Runtime Complexity

10 [32]  Transformer Improved BELU RIBES

11 [33]  Weights sharing Transformer Improved BLEU

12 [34] Transformers with relative positional encoding Improved perplexity, time complexity

13 [36]  Transformer Improved BLEU, METEOR

14 [37]  Transformer Improved BLEU CHRF COMET

15 [38]  Transformer Improved BLEU, Recall CHRF

16 [40]  Transformer Improved BELU score

2.2 Transformer with byte-pair-encoding (BPE)

To handle data sparsity issues that exist in morphologically rich languages and enhance the performance of
NMT models, a byte-pair encoding (BPE) scheme is used [41]. It has become standard practice in neural
machine translation (NMT) to build a vocabulary using byte-pair encoding (BPE). Generally, BPE operates
on the character-level instead of the byte-level. Wang et al. explore the use of byte-level “subwords” to tokenize
text into variable-length n-grams byte, rather than character-level subwords which represent text as sequences
of character n-grams. This byte-level approach results in a much more compact vocabulary size compared to
character-based models, without sacrificing performance. Experiments were conducted using Fairseq [42] to train
Transformer models. The results of their experiments show that BBPE has comparable performance to BPE.
While the vocabulary size is shorten to one-eighth the size of BPE. Additionally, in multilingual settings BBPE
maximizes shared vocabulary across languages, resulting in better translation quality [30].

Lankford et al. employed a Transformer-based NMT model for the English-Irish translation task. They
preprocessed the data using SentencePiece models with both Byte Pair Encoding (BPE) and unigram
approaches. The research findings demonstrated that the Transformer performed significantly better at
reducing errors in both accuracy and fluency when compared to an RNN-based model [31]. Gangar et al.
developed an NMT system using the Transformer model to translate Hindi-to-English. Hindi is a low-resource
language, posing challenges for NMT. The paper implements back-translation and experiments with word-level
and subword-level tokenization using Byte Pair Encoding (BPE) in ten Transformer configurations [32].

The attention module in Transformers does not scale efficiently to long sequences due to its quadratic
complexity. Many works try to approximate the attention calculation to reduce complexity. Pen et al. proposed
a novel way to accelerate attention calculation for Transformers. This approach relies on computing the attention
score using kernalized relative positional encoding [34].

2.3 Character-level Transformer-based NMT

A promising alternative approach to using BPE focuses on character-level translation. Employing character-level
translation simplifies the processing pipelines in NMT. Banare et al. proposed a new character-level Transformer-
based NMT model called “CharTransformer”. In their experiments, they preprocessed the data using a source
length reduction technique and trained a six-layer character-level Transformer. The researchers then compared
translations produced by the CharTransformer to those from a CharRNN and a subword-level Transformer. For
four language pairs De-En, Cs-En, Fi-En, and Ru-En. they found that the CharTransformer translations were
more accurate than CharRNN and Transformer with sub-wording [35].

Character-level Transformer model typically requires deep architectures, which can be challenging and time-
consuming to train. Libovick et al. implemented a 6-layer vanilla Transformer for character-level translation.
Their proposed model shows significance in capturing the morphological phenomena and was found to be robust
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Table 3: List of variables

S.No. Variable Description S.No. Variable Description

1. X source sentence 5. q query for self-attention

2. y target sentence 6. k value for self-attention

3. PE positional encoding 7. K Key for Multi-Head Attention
4. 0 Query for Multi-Head Attention 8. \Y Values for Multi-Head Attention

but the quality of translation produced was a little worse [36]. Bojar et al. explore the effectiveness of character-
level Transformer for language pairs with different similarity levels and varying sizes of training data. The
languages evaluated are Czech translated to and from Croatian, German, Hungarian, Slovak, and Spanish. The
trained models are then evaluated using automatic MT metrics. Their study confirms that character-level NMT
works best for closely related languages, while subword segmentation is better for distant language pairs [37].
Li et al. Compares character-based and subword-based transformer model under low-resource, cross-lingual,
and domain adaptation settings. Experimental results show that character-based NMT is competitive with and
sometimes outperforms subword-based NMT, especially for handling morphology, rare/unknown words, and
transferring to new domains [38].

An analysis of existing literature uncovers that machine translation for numerous language pairs has been
extensively explored using neural models like Transformer. However, the area of Urdu-English NMT remains
understudied and leaves room for improvement. This research aims to help fill the gap by developing a neural
machine translation model for Urdu-English using the Transformer architecture.

3 Methodology

This part of the paper consists of the details of tools, the implemented Transformer model, as shown in Figure 1,
and the proposed subword tokenization technique for Urdu-English data prepossessing. To effectively describe
the methodology and ensure clear comprehension, a list of variables are presented in Table 3, alongside a
description of each of each varaible.

3.1 Tools

In this research we used OpenNMT [43] which is an open-source toolkit for NMT, providing a flexible and
powerful framework for building and training NMT models. It supports various neural network architectures,
including RNNs and Transformers, and offers tools for data pre-processing, model training, and evaluation.

3.2 The Transformer

The Transformer with attention mechanism is an NMT model that consists of an encoder, and decoder modules.
The encoder takes source sentence x = (x1,x,....,X,) and generates a target sentence y = (y1,y2,..y,) as shown in
Figure 1. The encoder processes the input text and produces an encoded output. This encoded output serves
as the input for the decoder. The decoder, in turn, generates a target sentence based on the encoding of the
source sentence.

3.2.1 Word embedding and Positional encoding

Like RNNs, Transformers work on sentences all at once. Typical RNN and CNN-based model contains recurrence
and convolution that help the model preserve the positional information (either relative or absolute position).
The transformer computes the positional encoding, which helps the model to learn the position of words/tokens
in a sentence. Now even though Transformer looks at the whole sentence together, it still understands which
word comes first. Positional encoding in both the encoder and decoder of the Transformer is achieved through
sine and cosine formulas as follows:

PE (05 2i) = sin(pos/10000%/nodel) ’
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PE s i) = cos(pos 100007/ nedel )

Here, pos refers to the position of the input in the sequence, i refers to the index of the dimension in the
embedding vector, and d refers to the dimensionality of the model. Essentially, each dimension of the positional
encoding is associated with a sinusoidal pattern. In Transformer model, the positional encoding is added to the
embeddings through a simple addition operation.

3.2.2 Encoder

The encoder takes each word (in the form of embedding) in the input sentence along with positional encoding
as input, processes it, and produces an intermediate representation of words in the input sentence. A typical
encoder of a transformer consists of several stacked layers. Every stacked layer contains two components, a
multi-head self-attention mechanism and a fully-connected feed-forward network (FFN). A residual connection
is connection is employed around each component, followed by layer normalization. All components in a layer
produce outputs of the same dimension.

Thank You so much
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| Add & Norm

; /
/ Ay T

Add & Norm Position wise FFN }

Position wise FFN [ Add & Norm ¢

 —
[ Add & Norm }—

\ 1
.,
s —'/ A -
,
=
Positional Encoding —> —
Embedding Embedding

[N W S S- ] Thank You so much

Figure 1: The Transformer for NMT

3.2.3 Self-Attention

Attention in NMT model is a powerful mechanism that enables the NN to selectively focus on relevant parts of
a sequence when performing tasks such as language translation or image captioning. In transformer, the scaled
dot product attention function computes the attention weight for a sequence of queries (q), keys (k), and values

(v).

di
q.k= Z qi -k (3)
k=1

It computes the weighted sum of the value vectors using the attention weights. The function returns the
output and attention weights.

3.2.4 Multi-Head-Self-Attention

The idea behind multi-head attention as shown in Figure 2 is to perform several different attention operations in
parallel, with each attention head focusing on a different aspect of the input sequence. The Multi-Head attention
in a transformer is a mapping function. It maps a vector query Q and a set of key-value pairs K —V to an output

attention(Q,V,K) = softmax(QK” /dy)" (4)
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while d is the dimension of embedding.
Multi-head attention allows the model to jointly attend to information from different representation
subspaces at different positions.

MultiHead (Q, K ,v) = Conact (heady, ..., head, )W* (5)
multi-head attention is to perform several different attention operations in parallel i.e. head; . . . head,.
head| = attentionend(QWiQ, KwX vw —iv) (6)

The inputs and outputs of both the multi-head attention layer are processed by Add & Norm layers which
contain a residual structure and a normalization layer.

MuLtiHead (Q,K V)=2Z. KV"

€ BV*tdmadel

Z = concat(head,,  head; )

head, head, € RV*4v
[ Scaled Dot-Product Attention | .. ... [ Scaled Dot-Product Attention ]
t t ) t
Vi K1 CL :Q'W1Q ll/h th (TQ’?
| | ]
[ (] (w?) ) () (]
t 1
t _ ¢
| |
v K Q
T ij 1

Positional input embedding X

Figure 2: Multi-Head Self-Attention

3.2.5 Residual Connections

The Transformer adds an additional layer “Add & Norm” to the output’s sub-layer. It consists of a bypass that
is called a residual connection from the original input and the output from the previous sublayer.

3.2.6 Feed-forward network

Within both the encoder and decoder, every layer comprises a fully connected feed-forward network, which
operates independently. The FFN in transformer encoder-decoder involves two linear transformations separated
by a ReLU activation function.

FFN(x) = max(0,xW; + b1 )Ws + b, (7)

The inputs and outputs of the Position-Wise Feed-Forward network(FFN) are processed by Add & Norm
layers. The Add & Norm Layers mitigate the vanishing gradient problem and improve training stability.
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3.2.7 Decoder

The output of the Encoder is a sequence of hidden states that contains information about the context of
each input token. This sequence is then passed to the transformer decoder for further processing, where it is
used to generate an output sequence. The decoder in a transformer is a separate module that generates the
output sentence word by word while considering the representation vector that was created by the encoder and
the decoder’s last output.

The Transformer decoder contains three components that operate sequentially at each timestep. A Masked
Multi-Head Self-Attention Mechanism, Multi-Head Self-Attention Mechanism, and a Fully-Connected Feed-
Forward Network (FFN).

The decoder is different from the encoder. It has an extra step called masking. Masking hides future words
so the decoder can’t see the whole sentence. This is important for training. Without masking, the decoder would
already know the answer. It would just copy the sentence. Masking makes the decoder guess words one at a
time from left to right. This helps it learn instead of just copying. During inference, the masked self-attention
mechanism is not used as the model is generating the output sequence token by token, and hence it does not
have access to the future tokens.

3.2.8 Output

The decoder’s output undergoes transformation via a linear layer, which aligns the high-dimensional vector
space with the size of the output vocabulary. Subsequently, a softmax activation function is applied to yield the
final probability distribution over the output vocabulary. The model then selects tokens from this distribution
iteratively until an end-of-sequence token is generated.

3.2.9 Loss

The SparseCategoricalCrossentropy loss function is used to train the transformer. It measures the difference
between the predicted target sequence and the true target sequence. The loss function is computed using the
cross-entropy formula, which is given by

iilog(pi) (8)

where y; is the true label of the i-th class, and p; is the predicted probability of the i-th class.

4 Experimental setup

In this section, the Urdu-English data set used, proposed data Pre-processing step i.e. Subword Tokenization,
trained model parameters, and hyperparameter are discussed.

4.1 Data set

This study utilized a parallel Urdu-English corpus® developed by [23] containing 10,000 sentence pairs. The
corpus contained sentences from common news, sports, movie dialogue and representatives sentences of
everyday conversations. It comprised 90,000 unique sentences for training. The hold-out validation set
comprise of 5,000 sentences and another 5,000 sentences for testing . The source Urdu and target English
sentences were stored separately but aligned line-by-line such that each sentence in one language file had its
translation in the corresponding line of the other file, as illustrated in Table 4 and Table 5.

4.2 Data Prepossessing

In NMT tasks, handling raw Urdu text directly is very challenging due to the complexity of the language.
In traditional MT approach, raw text is often tokenized using simple techniques such as whitespace-based
tokenization, where sentences are split into words based on spaces or punctuation marks. To better generalize,
subword tokenization technique is used. This approach allows the model to handle rare words in morphologically

L https://github.com/Huma-Israr/Urdu-to- English-NMT-using- Transformer-with-Subword-Tokenization
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Table 4: Examples of source sentences from Urdu-English train set

Source sentence in Urdu

S & Ly ol s, Llale) Csy s

-ﬁ-éﬁwle«.w(é’v';dxfj“i‘5L35W4)}56>Qﬁﬁ-9‘~‘5‘5@;~,

2SS MW e P 25 Jemal I3 o0y S fale UF slael 50, K2
-a\euﬂgw’k‘é—ﬁ\ebfg;ﬁSf—l,{wﬁ)\éc_l_s—d‘u:""J.);Lu‘uz-‘u‘csb‘ﬁ"é—%—ﬁ:f—&i‘é—)u’

Table 5: Examples of target sentences from Urdu-English train set

Target sentence English

“ Tt ’ s not easy to be honest all the time . ”

“ it is the family that decides , in the main , whether girls can be educated . ”
¢ Farmers must be able to trust that the feed they are using contains what is stated on the label . ”
“ Nevertheless , fiscal policy should be maintained on a sustainable course , anchoring expectations of an ordered resolution of

”

the crisis .

rich languages. It also handles unseen words effectively. Subword tokenization breaks down words into smaller
subword units. SentencePiece is a popular subword tokenization algorithm. It works by repeatedly merging the
most common character pairs in the training data until the vocabulary reaches a specific size. This process
creates subword units, which can represent both individual characters and meaningful linguistic components.
For example, the word “unhappy” might be split into subword tokens like [“un”,“__happy”], where“_” denotes
that “happy” is a continuation of the previous token. This way, the model can recognize that “unhappy” is a
single concept composed of two subword units. The basic method for subword tokenization is described in the

following algorithm.

Algorithm 1 Subword Tokenization

Input: Corpus containing Source and target sentences (Cs ryords)
Output: Tokenized subword of source and target sentences Cs rsubwords
1: function CREATE_ SUBWORDS(Cs 1)
2: Token ={} define an empty list
: for each word in Cgr do

3
4 Token += Tokenize (word)

5: end of for

6: UniqueToken <Unique(Token) List of unique subword tokens
T Cs Tsubwords < Generate( UniqueToken)

8 return CS,TSubwords

9: end function

Table 6: Source sentences from train set after subword tokenization

Source sentence after subword Tokenization

P S RS LS BT S K 1P IS PR
e Sl oo S0y SIUS_a b5 las b ol a2 Ol 2y
& L;f— 5_ OL—'.’—A— J—:_J—ﬁ— & _ e P v ol oe L)_f_ ezl i}_)’.-_ 09 5_ é‘il?— Lf_ ;l&:&‘_;_ OJJKL:K_

BN P ST I S S0l ol LSy e el Sl S b Jles o Je

Table 6 shows example sentences from the source training set after subword tokenization. Table 7 display
example sentences from the target training set after subword tokenization. Subword tokenization allows
Transformer models to better generalize to rare or unknown words by splitting them into meaningful pieces.
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Table 7: Target sentence from train set after subword tokenization

Target sentence after subword Tokenization

_It’s__not_ easy to_be honest all the time _.

_it _is _the _family _that decides , in _the main , whe ther _girls can _be _educat ed _.

_ Farm ers _must _be _able _to _trust _that _the _feed _they _are _us ing _contain s _what _is _state d _on _ the
_label _.

_ Never the less _, _fiscal _policy _should _be _maintain ed _on _a _sustainabl e _course _, _anchor ing _expectation s
~of an order ed resolution of the crisis .

This also helps address the vocabulary limitations of traditional word-level models and improves translation of
low-resource, morphologically rich Urdu language.

4.8 Trained NMT Models

We train three different transformer model. 1: Transformer with word-level tokenization. 2: Transformer with
Attention-based dropout Layer and word-level tokenization. 3. Transformer with subword tokenization. Careful
configuration and training of the model is a pivotal step. correct parameters increases the model’s ability to
generalize. To facilitate effective learning from the data, the following parameters are used to train the model.

—Encoder Type: The transformer architecture is chosen as the encoder. It is effective at capturing long-term
relationships in sequential data.

—Decoder Type: To maintain a consistent modeling approach throughout the system a decoder was is
implemented using the transformer architecture.

—Position Encoding: positional encoding (PE) technique is applied during training. It help the model to
understand the order of words in the input sequences.

—Encoder Layers: The encoder consists of six layers. It capture complex linguistic patterns in the input
data.

—Decoder Layers: Similarly, the decoder comprises of six layers. This design facilitate the generation of
accurate and coherent translations.

—Multi Heads attention: To capture diverse semantic relationships multi-headed attention mechanisms is
used.

—Hidden Size: To capture and represent complex linguistic features, the hidden size is set to 512.

—Word Vector Size: The word vector size is set to 512.

—Transformer Feed-Forward Size: The size of the feed-forward network within the transformer is set to
2048. This allows the model to capture and process non-linear relationships between words effectively.

—Dropout: To prevent overfitting, a dropout rate of 0.1 is applied during training. It improved the model’s
generalization capabilities.

Additionally, Adam and adam__beta2 are used as optimizers. The value for adam_ beta2 is set to 0.998. The
initial learning rate was configured as 2. The Noam decay method is applied during training. By carefully
selecting and configuring these parameters, the model is trained to achieve optimal translation performance.
All these parameter are selected on the bases of prior research and empirical evidence. These are aligned with
best practices in the field of machine translation.

4.4 Evaluation Methods

We used different automatic metrics to check how well the model worked. These matrices evaluate the quality of
the translation produced by the model. These includes BLEU [44], perplexity (PPL) [45], accuracy, METEOR
[46], and unigram F1. BLEU was chosen as the primary measure to assess the translation quality. PPL helped
us evaluate how well the model generates coherent and contextually suitable translations. In this study, we used
F1, precision, and recall to determine the overall accuracy of the model. In addition, we performed a subjective
analysis to examine the quality of the translations generated by the models.
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5 Result & Discussion

This section evaluates how well the "Transformer with subword tokenization” model works for UR-EN
translation. The aim is to determine how well this model performs compared to two other models. It compares
the proposed model to Transformer (TRF) with word-level tokenization and Transformer with attention-based
dropout layer (TRF-ADL) [23]. The TRF-ADL uses an additional dropout layer on the top of the encoder.
The proposed model is primarily assessed for the Urdu-English translation task.

140
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150 == Transformer-ADL 120 %= Transformer-ADL
Transformer-Subword 100 == Transformer-Subword
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(a) Training Accuracy of TRF, TRF-ADL, and (b) Training Perplexity of TRF, TRF-ADL, and
TRF-subword model TRF-subword model

Figure 3: TRF Vs. TRF-ADL Vs. TRF-subword

Figure 3 (a) illustrates the perplexity attained during the training phase as the model optimized its
parameters. To monitor how effectively the model is learning their hyperparameters and weights from the
training examples, and fitting to the training data, training accuracy is recorded at each step. Figure 3 (b)
shows the training accuracy attained at successive training steps.
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Figure 4: Validation Perplexity

Additionally, Figure 4 and Figure 5 depict the perplexity and accuracy achieved on the held-out validation set
at successive stages of training. As training progressed through 40,000 steps, the TRF-subword model attained
a significantly lower validation perplexity compared to the TRF and TRF-ADL models.
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As shown in Figure 5, the perplexity of the TRF and TRF-ADL models started rising at this point in
training. Moreover, The validation perplexity of TRF-subword was notably lower than the perplexity obtained
by TRF and TRF-ADL, subsequently.

Validation Accuracy of Transformer Validation Accuracy of Transformer-ADL
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Epoch Train Step
(a) TRF Vs. TRF-Subword model (b) TRF-ADL and TRF-subword Model

Figure 5: Validation Accuracy

By the final 40,000 training steps, the TRF-subword model achieved a much more stable validation accuracy
while the accuracy of the TRF and TRF-ADL models started decreasing. As shown in Figure 5, The TRF-
subword demonstrated a considerably higher validation accuracy than TRF and TRF-ADL throughout training.

Table 8: Model Perplexity and Accuracy on last training step

Sentence Metric Transformer Transformer-ADL  Transformer-subwrod
. Accuracy 26.79 29.48 99.6 1

Train Set Perplexity 41.88 31.52 3.97 |
S Accuracy 24.58 24.78 75.14 1

Validation Set  p o ovity  136.64 135.83 17.75 |

Table 8 presents the training and validation accuracy as well as the perplexity achieved at the final training
step. On the development set, the transformer-subword model achieved the best accuracy of 75.14%, while TRF
and TRF-ADL achieved 24.58% and 24.78% respectively. For the hold-out validation data set, the perplexity
of the transformer-subword was 17.5, compared to 136.64 and 135.83 for TRF and TRF-ADL respectively.

Table 9 outlines the predication of proposed model’s and the achieved scores on the test data. As shown in
Table 9, the proposed transformer model with subword tokenization achieved better performance metrics on the
test set compared to the baseline models. It demonstrated improved BLEU, GLEU, ROUGE_ L, and METEOR
scores as well as higher Precision and Recall, along with lower TER and WER scores. The statistics on the test
set demonstrate that utilizing subword tokenization enhanced the transformer model’s ability to generate more
accurate predictions for unseen examples.

The proposed model shows impressive results. When compared to other NMT models trained on the same
UR-EN dataset, this model performed much better. Table 10 summarizes the result of different NMT model on
UR-EN data set. The BLEU scores for CNN, GRU, and SRU models are 21.80, 00.77, and 28.61, respectively.
The proposed model also outperforms LSTM-ADL, CNN-ADL, GRU-ADL, and SRU-ADL models?, which have
BLEU scores of 44.69, 21.54, 44.8, and 32.4. The BLEU score for the Transformer-subword model is 45.5.

Translation quality evaluation was performed using three example sentences. The generated translations
produced by the model and their respective ngram-BLEU score are shown in Table 11, Table 12, and Table 13.
Examining these examples provides insight into the effectiveness of the proposed MT model.

2 https://github.com/Huma-Israr/NMT-with- Attention-based-Dropout-Layer
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Table 9: Performance statistics of trained NMT models on test set.

Result on Test-set TRF-subword TRF TRF-ADL
BLEU Score 45.5 1 1.27 2.02
GLUE-Corpus 0.470 1 0.039 0.40
GLUE-sentence average Score 0.485 1 0.049 0.059
ROUGE__L Score 0.669 1 0.156 0.181
METEOR 0.700 1 0.048 0.060
TER 0.420 | 1.005 1.257
WER 10.00 | 24.00 31.00
Precision: 0.770 1 0.172 0.138
Recall: 0.798 1 0.107 0.141
f1: 0.784 1 0.132 0.139
fMean: 0.793 1 0.114 0.140
Bleu_ 1: 73.04 1 12.80 16.20
Bleu_ 2: 61.30 1 4.20 06.60
Bleu_ 3: 52.52 1 2.10 03.50
Bleu_ 4: 45.48 T 1.27 02.20

Table 10: Comparison of Transfomer-subword with other NMT models trained on same UR-EN dataset

Refrence Model Trained BLEU Score
CNN 21.80
GRU 00.77
SRU 28.61
Israr et al., 23] LSTM-ADL 44.69
CNN-ADL 21.54
GRU-ADL 44.80
SRU-ADL 32.40
. Transformer 01.27
This Research Transformer-ADL 02.02
Proposed model  Transformer-subwording 45.50

Table 11: Sentence 1 Translation

SENT:1 SE ol 5 08 Sl onlr &S i b SV e S ca e BLEU
GOLD: 1 “ The Government deployed thousands of Police workers to stop long march in the country . ”
Transformer-subword “ Government deployed thousand of Police workers to stop killing in the country . ” 0.456
Transformer “ T would like to thank you for your support . ” 0.00
Transformer-ADL “ It is not enough to interfere in society . ” 0.00
Google Translator “ The government deployed thousands of police workers to stop the long march in the country . ” 0.466
Bing Translator ¢ The government deployed thousands of police personnel to stop the long march in the country . 7  0.426

For the example sentence No. 01 shown in the Table 11 translation produced by the TRF-subword, TRF
and TRF-ADL model has n-gram BLEU scores 0.456, 0.00, and 0.00. The BLEU_ 1 score for the translation
produced by TRF and TRF-ADL model is 0.121 and 0.171, respectively. The translation produced by the TRF
is “I would like to thank you for your support .” The source sentence No. 01 has been incorrectly translated
by TRF model. In comparison to the Gold reference, this target translation is completely unrelated and does
not translate any part of the source sentence. The quality of TRF-ADL’s translation is also poor, as it fails to
translate the source sentence correctly. The TRF-subwrod model produced the correct translation for much of
the source sentence. Though, the model has changed the key action being stopped from “long march” to “killing”.
The BLEU score assigned to this translation is 0.456. The higher BLEU score indicated that the translation
produced by TF-subword is more similar to a human reference translation. In this case, our model’s output
achieved a reasonably high BLEU score. We have also compared the translation result with Google Translator
and Microsoft Bing Translator.

For source sentence No. 02, translation produced by TRF, TRF-ADL, and TRF-subwrod model is shown
in the Table 12. TRF-subword, TRF and TRF-ADL model has achieved n-gram BLEU scores 0.467, 0.00, and
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Table 12: Sentence 2 Translation

SENT: 2 § o K dy e 3l L_,g,\m;,@;%\g BLEU
GOLD :2 “ Can you speak a little louder 7 ”
Transformer-subword  “ Can you speak a little louder , please 7 7 | 0.467
Transformer “ T am sorry . ” 0.00
Transformer-ADL “ Why 77 0.00
Google Translator “ Can you speak a little louder 7 ” 1.00
Bing Translator ¢ Can you speak a little louder 7 ” 1.00

0.00. The BLEU__1 score for the same sentence is 0.667, 0.00 and 0.041, respectively. For the example, sentence
No. 02 translation produced by TRF-subword is very similar to gold reference, with the addition of the word
“please”. This is a minor augmentation that does not change the core meaning or accuracy of the translation.
The term “please” adds politeness to the sentence. It is an important aspect, as Urdu often uses polite markers
to make requests or ask questions.

For the same source sentence, the translation produced by TRF and TRF-ADL bears no resemblance to
the gold reference. It is apparent that the outputs from the two models do not convey any aspect of the source
sentence.

Table 13: Sentence 3 Translation

SENT: 2 B T S S O T R BLEU
GOLD :2 “ In classical economics , it is believed that the economy is primarily about the knowledge of wealth . ”
Transformer-subword  “ In classical economics , it is believed that the economy is radically wealth knowledge of knowledge . ” | 0.637
Transformer “ 1 would like to congratulate the rapporteur . ” 0.00
Transformer-ADL “ Tt is also important for us to see the principles . ” 0.00
Google Translator ¢ In classical economics, it is believed that the economy is primarily about the knowledge of wealth . ” | 0.800
Bing Translator “ In classical economics, it is believed that economics is primarily about knowledge of wealth .” 0.363

For sentence No. 03, as shown in the Table 13 translation produced by the TRF-subword, TRF and TRF-
ADL model has n-gram BLEU scores 0.637, 0.00, and 0.00. while the BLEU 1 Score is 0.83, 0.07, 0.144,
respectively. For the source sentence No. 03, TRF-subword has rearranged some words in output translation
but keeps the overall meaning. though “radically” is an inaccurate substitution for “primarily”. The concepts is
still conveyed adequately. The translation produced by TRf and TRF-ADL bears no resemblance to the original
meaning or concepts in the source sentence. While a few words like “is” and “principles” appear in the output
translation produced by TRF-ADL, still it fails to convey the overall meaning.

To further check the applicability and benefits of employing subword tokenization two additional datasets,
Arabic-English and Persian-English are selected. The writing systems of Arabic, Persian and Urdu share a
common script [47]. These languages exhibit a right-to-left (RTL) writing style and share similar orthographic
characteristics [48]. This Arabic-English and Persian-English dataset was used by Israr et al [23]. The Arabic-
English dataset is from a Kaggle competition. It has 25,132 sentences in the training set. The validation set
contains 5,000 Arabic-English sentence pairs, and the test set has 5,001.

Table 14: Comparison of Transfomer-subword with other NMT models trained on same on Pr-EN dataset

Refrence Dataset Model Trained BLEU Score
Pr-EN CNN 13.62
Israr et al., 23] Pr-EN  GRU 16.47
Pr-EN CNN-ADL 14.11
. Pr-EN Transformer 2.08
This Research Pr-EN Transformer-ADL 3.62
Proposed model Pr-EN Transformer-subwording 17.42
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The Persian-English dataset is sourced from Tatoeba. It consists of a small collection of open movie subtitles
[49]. Tt includes 25,000 sentences in the training set. Both the validation and test sets have 5,000 Persian-English
sentences each.

Table 15: Comparison of Transfomer-subword with other NMT models trained on same AR-EN dataset

Refrence Dataset  Model Trained BLEU Score
AR-EN CNN 11.57
Israr et al., [23] AR-EN  GRU 13.95
AR-EN CNN-ADL 13.06
. AR-EN  Transformer 3.43
This Research AR-EN  Transformer-ADL 5.71
Proposed model AR-EN  Transformer-subwording 18.01

Table 14 and Table 15 summarizes the results of the proposed technique on the Pr-EN and AR-EN test
set, respectively. A comparison of the results reveals that the proposed model achieved noticeable
improvements. For 5,000 Persian sentences in test set translated into English by transformer with subword
tokenization showed +15.34 BLEU points improvement. For 5,001 Arabic sentences translated into English by
transformer with subword tokenization showed +14.58 BLEU points improvement. The n-gram BLEU score
shows that the transformer with subword tokenization is superior to other two model in performance. Using
subword tokenization contributed to the perplexity, accuracy, and BLEU score for Arabic and Persian
translation to English. Table 14 and Table 15 shows the results of other NMT models trained on the same
Pr-EN and AR-EN datasets. The Transomer-subword model performs even better than the CNN, CNN-ADL,
and GRU models.

In summary, the analysis of the test set results shows that subword tokenization improves the transformer
model’s predictions. This technique breaks down words into smaller parts. It helped the model to perform better
on new unseen data. Furthermore, subword tokenization also enhanced the model’s ability to handle data with
right-to-left (RTL) writing style effectively.

6 Conclusion & Future Work

The research explores the use of the transformer models for Urdu-to-English MT. The primary aim of the
study was to look into different ways to use transformer for languages with complex morphology and writing
style. For this purpose, The present study used subword tokenization. The empirical tests and comparisons
with the rest of the models proved that the transformer with subword tokenization improved the translation
quality. The transformer with subword tokenization achieves a high BLEU score of 45.84. This score represents
a significant improvement over previous results for the same language pair. The study used the OpenNMT
toolkit for experimentation, emphasizing the importance of accessible resources in advancing NMT research.
The success of the research implies that transformers are effective in capturing complex language patterns
and can improve MT for low-resource languages. This feature makes it one of the most feasible candidates
for deployment in real-life applications on translation services. Apart from this, The research also highlights
the significance of addressing language-specific challenges and suggests further work in training and fine-tuning
language models.

While the Transformer model with subword tokenization achieved performance over other two models,
there remains room for improvement. One major drawback of the model is that the translations it produces
are less accurate than Bi-RNN and LSTM. The BLEU scores for these two models on the same UR-EN
dataset are 49.67 and 47.14, respectively [23]. In this study, our primary research focus was on the UR-EN MT
task. Future work will aim to further improve the performance of transformer for UR-EN MT task.
Furthermore, identifying optimal hyper-parameters or discovering enhancements to the transformer
architecture itself for UR-EN remains an important area for future work. Moreover, there’s potential to
investigate transformer models alongside other state-of-the-art NMT models by applying them to other
morphologically rich, under-resourced languages.
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