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Abstract: This article presents results of structuring text documents using the aassifi process. The proposed system based on

classification process which used to extract information about the siesiémeaning) segments (sentences) that build text documents.
The analysis was made on the reports coming from the National Fire 8¢Ratish Fire Service) event evidence system. The article

describes the results of classification using the proposed classifiepgess®hts some future directions of research.
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1 Introduction documentation, semantic information is lost i.e. meaning
of the sentence is lost. FielDescriptive data for the

In the National Fire Service (Polish Fire Service) after !nformatlon of evenbn paper documentation is divided

each fire-brigade emergency (intervention) is made";l'[0 Six subsection?eslqription of the emergency actions
electronic and paper documentation. The form of this' 2Zards a;d qllt!cu t'efst’h wor_r; out thd tﬁlamlaged
documentation is governed by the regulatiofi.The e?mpr%ent)descr_lp]onc; he unlsgrrlve 8 %pacg
electronic version is stored in the event evidence systen? accident description of what was destroyed or burne

EWIDSTAT [1,2]. Part of the electronic version, the field }';’gr?]thir]ecoggr']té%ﬁC%?Cllrj:s'féﬂz agdefeairgrn;igtsoﬁ:gng
entitledDescriptive data for the information of evemtas ments about the data filled in Fi?orm for the event
proposed as a source of cases. These cases are proces g

e Case Based Reasoning CBR sys80T1 CBR 0 ENVDSIAT e e = 1o S sibsecions
s a basic_platform of prototype Decision Support ; formation is lost - there is no possibility to find

Systems DSS such as Hybrid Decision Support Systenlu

HDSS 2.2, Using natural language e commanters " 1 SpprOEriale subsectons and it e
of rescue operation in théescriptive data for the P ' '

information of evenffield, describe different aspects of searchm? ;cjhe E|e|(,[:tr°?'c sect|on|, the comr_na?r?erfmay gfet
the surveillance activities such asuiralization process Engxpetc (Ia\/l' L‘?S”. S: Of[ e;(t?mp e quetr%/h n fe o:m 0
hazard type of equipmentescription of the event place ydrants Vickiewicza streehay request the information
type of interventionmeteorological conditiongtc. M. not only about thénydrantsbut also of all the rescue and

So, this section contains information that can be stored i;%reﬁghtmg actions on this streekd. This problem will

the CBR system. These cases can be used by command ges?r(i)h;i?/% dt;):édf%\;etlr?gﬁgor?;i% r: o;c;rn j&gﬁg”?ﬁe the
to support a decision making in the rescue action. P '

Research conducted by the author showed that the dire(?{nuimr?r hr?)ieggv'?lr?;r?lgs t?) t?])il;tsergtetr?waang?rzlgr&]ri%tsret%ﬁ
adaptation of the descriptions from tescriptive data gp X y P

for the information of everfteld as a case of CBR system \;Vhs"cemﬁ s(:r?uséﬁlr)sg '(Th';at#rrg Isatggug?ealr?atlrasr;ss)f Og:gdflmto
is limited [23]. This limitation results from the ability to P y y

search information in such cases by commanders. Durin t(;lrjﬁit-itti?cturr?a%orrte ((Jtrrt]eis Sfﬁ(r:&r;? eiterzssgij i?]nizﬁﬁgl
the mapping of information from paper to electronic P P
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language, but it has a semantic annotations. Are partiallyeventfield. This tool would use the word (n-grams) and
restored, the original sections of a paper documentatioroptionally information about the structure of the report
i.e. Descriptive data for the information of evefield. (the report length and position classified segment in the
This first step of analysis improves the quality of report) without time-consuming NLP tools to deep
information retrieval and enables further information parsing. Moreover, the use of these tools in the process of
transformation to a fully structured form. This form is a classification and study of their impact on this process is
model as attribute-value. Using this model can be storeglanned for future author’s studies. In this article, the
and extract the information about for exampleater  author proposes a "light” tool to structure the text based
points - hydrants In this case, rather than phrases in on the text mining technique and author’s classifier.
natural language descriptions such laalrants number  Structuring is achieved through the classification process
1234 Mickiewicz street efficierstre available structured used to find the semantics of the segments. The aim was
descriptions of attribute-value for exampi@entifier = therefore to answer the following question: What
1234 localization.streetName = MickiewiczasEfficient  describes a segment of the report? Does segment
= True. In this article author describes the first step of describe: the place of the event, equipment, damage, etc.?
structuring theDescriptive data for the information of In section2 of this article author describes the process
eventfield. The author has defined structuring as a kind ofof structuring. Author in this section presented at the goal
information extraction [24,25], which relies on the structuring and explained on the example of proposed
recovery of semantic information, conteQtor otherwise  process. Subsequently, author has described, a Set Of
the meaning of the text segment. Tesegmenusing in  Reference Segments SORS, a software stack for its
this article is a synonym afentencevhich is a part of the  processing, selected classifiers and presented the results
wider text document. The segment has a definiteof the classification. The study used classifiers: Naive
beginning and end. The segment usually begins with éBayes,k-nearest neighbork-nn, Rocchio (centroid) and
capital letter and ends with a dot or other punctuation.authors modifications of centroid classifier. Secti8n
Finding the meaning in the text segment is done byprovides a summary of the research.
setting and then give the label as a semantic class name.
Semantics, i.e. meaning the segment is determined by the
terms that make up the segment. Meaning is defined by 2 Structuring text documents
function describing the combination of individual terms
in the segment. Meaning the segment, is determined o he first stage of structuring was demonstrated with an
the basis of function the classification model in the field example. It was assumed that the description of the event
of artificial intelligence So understood structuring is an (report) from the field Descriptive data for the
intermediate form between the classification of entire textinformation of evenhas the following form:
documents and the study of individual terms. In thet  "After arriving at place of accident concluded that the
mining, classification, text documents are usually balcony on three floors open fire burn cabinets, wicker
considered as a set of terms represented by the matrix inlbaskets, rags, windows and facade. The activities
vector space or by using graph9 26,8]. At the stage of consisted of the administration of two currents of water
pre-processing of text documents is filtered informationon the offensive: 1 out of the land on the balcony, 2 -
as for instance: unnecessary alphanumeric charaéfers ( staircase led to the apartment. Doors were destroyed
"r, "™ ete.), terms from stop list etc. Text mining during balancing. The smoke was removed from the room,
process usually ignores the study of grammar andplace of accident was submitted to the owner —. The car
morphology depending on the level of individual terms. to tunk up on the Labiszynskiej street, hydrant number
These research areas are the domain of natural languadé73 - efficient.”
processing NLP 31,13]. Optionally NLP is The author has established based on the qualitative
complementary to the pre-processing of text documentsnalysis descriptions of the events that they can
by providing solutions such as: morpho-syntactic distinguish five types of classes. The author has created
operation, tokenization, lematization, stemming etc.five classes (semantic classes), after reading about four
However, both the first and second approach isthousand reports. By using heuristic rules, author
insufficient in the study conducted by the author (puremanually assigned segments to the classes. For example,
text mining and NLP). This follows from the that they the heuristic rule isif the segment contains the words
ignore the study segment, the wider the text as amassociated with the damage then classify this segment to
independent object that can carry the information itself. damage classAs a result of this operation has been
Although the reports are expressed in naturalobtained SORS. The names of these classes and segments
language the author did not apply NLP tools for deepclassified them approximate the original entries from
parsing of text (part of speech, morpho-syntactic paper documentation. These classes may include
operation etc.). The author did not apply this tool to segments which build description of the event. These
classify due to the ambitious objective of the experiment.classes were classperation equipmentdamage meteo
The aim was to create a "light” version of the tool to anddescription After the segmentation of the report (by
structuring theDescriptive data for the information of an the sentence) and classify its various segments to the
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Table 1: Example of semi-structured report. Source: [own Table 2: SORS statistic. Source: [own elaboration]
elaboration] Class Frequency FrequenPgrcent Percent
Segment Class (semantic label) cumulative cumulative

— . value value
after arriving at place of description
accident concluded that the operation 4727 4727 37.065788 37.065788
balcony on three floors open description 4064 8791 31.867012 68.932800
fire burn cabinets, wicker equipment 2148 10939 16.843096 85.775896
baskets, rags, windows and damage 949 11888 7.441386 93.217282
facade meteo 865 12753 6.782718 100

the activities consisted of the operation
administration of two currents

of water on the offensive: 1 out

of the land on the balcony, 2 -

staircase led to the apartment

doors were destroyed duringdamage
balancing

the smoke was removed from operation
the room, place of accident was
submitted to the owner —

SORS is represented in a vector space using the
term-document matrix (term-segmenf). The author
additionally extended the matrix of meta information.
Meta information describes a class segngnthe length
of the reportd; (expressed in the count of segments) and
the position p; of segment in the report. These

the car to tunk up on the equipment relationships present equatin

labiszynskiej street, hydrant

number 1673 - efficient Sn(tm, G, di Pj) (1)
Where:

—tm - termty, € T asT is a set of terms,

—S, - segment, € SasSis a SORS an(lS| = 12753,

—k - class segment anck € C, whereC is a set of
classes andC = {operation, equipment, damage,
meteo, descriptioj

—d; - length of the report and € D, whereD is a set the
length of reports an® = {1, ..., 28,

—p; - segment position in the report amgl € P, where
P is a set of positions an = {1, ..., 28.

aforementioned classes is obtained semi-structuredtrepor
(semi-structured case event). An example of such a
semi-structured report shown in taldle

Tablel presents an example of a semi-structured case
events. This case consists of five parts. Extracted
segments have been classified into four of the five
above-mentioned classes. Article in the following
subsections describe: statistics a Set Of Reference .
Segments SORS used for classification, the stack of the Expanded term-segment matrix denote As An
program which implements semantic classification €xample matrix presented in tat@e
process, classification of selected models and the results
obtained from the classification process.

Table 3: An example expanded term-segment ma#(ixSource:
[own elaboration]

2.1 Classification process of text segments SegmentsTerms Class LengthPosition
SHES e die pje
The author selected from the system a collection of c b P
28,8000 records of reports. The author has chosen for ! .. tm
further study in a random 3735 reports. These reports are Wi1 e e Wim G 2 2
divided into segments using the developed program. s, c 1 1
Reference collection of 12,753 segments obtained from g, c1 3 2
the segmentation, manually assigned to classes.s, a 3 2
Frequency, percentage of segments in each class, and thes C 2 2
cumulative value of these values presented in table S c 3 1
Data from table2 are presented in the Pareto chart. s7 C2 1 1
This chart shows in figurg. S8 cg 1 1
Figure1 presents the distribution of segments of each % e e G201
class. Segments assigned to the clagerations and S10 Wior .. .. Wam C3 3 2

descriptionhave the biggest share in the SORS. These
classes together cover 50% percent of the data. Other

50% percent of the data form a clasgjuipmentdamage Using the ¢, di and p; can be separated any
andmeteo subspaces (segments subspaces or segments subset) from
@© 2014 NSP
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Fig. 1: Pareto chart of SORS. Source: [own elaboration, using the pacR@lje [

the matrixA’ (table 3). The study consisted of reducing ( sors )
the space by using information abaditand p;, and p; ‘

only. The author studied the effect of this limitation on the
classification of the segmesj to classcy. For example:
segments, should be classified in one of the classgs
Segments, is described by the ternts, and additional
meta information about the; = 3 and p; = 2, i.e.
S«(cx,di = 3, pj = 2) or additional information only for
p] - 2, |e S((C)(, pJ = 2) In the presented problem Meta information disable Meta information enable
(example) shows that the space of segments needed to \
build a classifier may be limited. In this case, the space I I

Filter

Filter disable Linguistic filter

Meta information

will be limited to three segments, s4 andso for d; = 3 Y Crassification Y
andp; = 2 and the five segmenss, s, s4, S5 andsyo for 2 Mothods besed on metrics: ' o
p; = 2. Aspect of this limitation concerned the Rocchio e ighbors fenn

classifier type. Classifierg-nn and Naive Bayes used - Rocehio

unmodified standard space (meta data were not &

ConSIdered) . { Evaluation and choice of solutions

The process of segments classification from SORS was
realized by the process shown in figire
d:ig. 2: The process of segments classification. Source: [own

Figure 2 presents a plan implemented research an felaboration]

proposal process for the selection and evaluation o
classifiers. SORS is represented as a matrix of

term-segment (tabl8). Weights termsw, m take values:

Binary, term frequency TF and term frequency-inverse

document frequency TF-IDR2P, 5]. Binary weights were —filter disable - does not reduce terms space (unchanged
used when testing of classifier&-nn, Naive Bayes space of 16,030 terms),

(Bernoulli model), Rocchio and its author's modification  —inguistic filter - changes the terms space, which after
(section2.2). Weights TF and TF-IDF were used to test modifications consist of 10,475 and 8,753 terms.
the Rocchio classifier and its modifications. Filter Modifying the terms space through the usenagjrams
component reductions or no terms from SORS (its vector and lemmatization gives a 10,475 terms. Modification
representation). Filter element: of the process that uses only lemmatization gives

© 2014 NSP
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8753 terms.N-grams base (e.g. two-grams like a Based on the such defined centroid is calculated
hydrant numberand tree-gram like degin process similarity measure (Euclideadg, Cosinedc, Jacardd;
evacuatio) was constructed using the Weka and Dicedp) [7,16]

software R1]. The process of lemmatization use

Morfologic program B]. Linguistic filter is part of the s!m(s, A j)e =de
construction featureg(stage feature extractioh in Sim(s, Ay j) = S!”‘(S,Ak,i, j)lc=dc 3)
Knowledge Discovering From Databases KDI2[ Pl sim(s, Ay;i,j)s = dy
11]. Furthermore, this filter does not have a sim(s, Ax;j)p = dp
component related tteatures selectiofi10,18,6,14]. The classification of the segmest= s of unknown

Before applyirjg ther-grams _base and lemmatization, classcy to one of the classes is as follows:
is used stop list. From matri&’ are removed, do not

affect the analysis, terms lik&” , "and” etc. All of _
the above mentioned filter elements consist of reports sim(s, A j

)E
pre-processing step. sim(s, Ay j)c = dc
Jo=d
D

Sk(di, pj) =arg . c Sim(s, A, ¥

Segments were processed by the filter encapsulation sim(s, A;,j)o = db
or not by meta information. The segments are then
classified. SORS divided so that 80% of the data set was .
used for model building classifications and 20% of the
data set was used as a test set. The whole classificati
was evaluated by using tHé-fold cross validationThe
processing ends with the choice of a classifier model ford
semantic structuring reports.

According to equatio is taken the maximum or
nimum, depending on the metric used, the value of the
osimilarity between the segmerg, and most internal

Xlibclass centroidy; ;.

The second modification of the classifier does not
iffer from the solutions described above. The difference
lies in the construction of a classifier. Information about
the report lengtld; is not considered only positiop; of
segment in the report itself is considered. This difference
2.2 Classification models lies in_the fact.thamost internal subclass centrofths the
following form:

The literature generally describes the type of selected A= 1 s (5)
classifiers:k-nn and weighted version ok-nn, Naive Tl Sgéj

Bayes (Bernoulli model) and Rocchi®(,28,15]. For
these reasons, the author presents only six modified Vhere:

Rocchio classifier which uses the meta information. -S j - set of segments, which are segments belong to: a

classcy, and positiorp; i.e.S¢j = {s: (s,c, Pj) € S},
—|Sj| - number of segments for which it is buktth

centroid,

—-S=s, - segment weighten » described by termis, in
the vector space segment.

2.2.1 Classifier based on the nearest internal subclass
centroid

. o . . Further process classification is the same as presented
The first modification Rocchio classifier, based on thej, the above classifier (only centroii; ; in formulas3

nearest internal subclass centroicexpressed by the and4is converted to centroid from formutai.e. Ay j).
following model: '

1 2.2.2 Classifier based on local weighted nearest subclass
Aij=1c— S (2)  centroid
‘SkJ-,J ‘ SeXij

_ The third modification Rocchio classifier, based on the on
Where: local weighted nearest subclass centraspressed by the

. . following model:
—Ay;,j - most internal subclass centroid,

-S5;,; set of segments, which are segments belong to: a
classc, document length; and positiorp; i.e. S j = - B+ Byi + By
{s: (s, di, pj) €S}, Kt 3
_(\:Se(#[jr\o}dnumber of segments for which it is buktth él Yees S+ ﬁ Yses, S+ ﬁ Ysesa; S
—S=$, - segment weighte/, m described by termig, in 3
the vector space segment. Where:

(6)

© 2014 NSP
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—Si - set of segments, which are segments belong to: aifference lies in the construction of a classifier. This
class ¢, and document length d i.e. difference lies in the fact thaglobal nearest-weighted

Si={s:(scd)eS} subclass centroithas the following form:
—Si| - number of segments for which it is bukltth

centroid. D+ Dug,,

Further process classification is the same as presented Awg = 3 =

in the sectior?.2.1(only centroidAy i in formulas3 and4 1 1 1
(only ! 5 2seS ST m 2 Th1 5] 2ses; S

is converted to centroid from formuti.e. Ay, ;). (9)
The fourth modification of the classifier does not 3
differ from the solutions described above (equat@n Further process classification is the same as presented

The diffgrence lies in the construc'tion of a qlassifier. in the sectior.2.1(only centroidAy; ; in formulas3 and4
Information about the report length is not considered 5 ~onverted to centroid from formuti.e. A, ).

only position p; of segment in the report itself is *
considered. This difference lies in the fact tHatal

weighted nearest subclass centroichs the following 2 3 Classification results

form:
This section was collected, presented and discussed the
Ay = Ay + Dy | _ best classification results for the classifiers (secl@).
] 2 The research used the space of terms:
T%(\ 2seg St ﬁ Dses S —the whole space of terms consisting 16,030 terms,
2 ™ —the reduced space of terms in the text preprocessing.
Where: This preprocessing uses a lemmatization afgtams

database (10,475 terms) and doesnt wmsgrams
—Sj - set of segments, which are segments belong to: a  database (8215 terms).
classcy and positionp; i.e. S¢j = {s: (S,c, pj) € S},
—Sj| - number of segments for which it is buktth
centroid.

Below the author presents the best indicators obtained
with each classifierk-nn, Bayesian and Rocchio with or
without modification. All descriptions are listed together

Further process classification is the same as presentdsy weight binary terms. This summary presents the
in the sectior2.2.1(only centroiddy; j in formulas3 and4 table4.
is converted to centroid from formulai.e. Ay, ;).

Data that are presented in tablevisualized using
appropriate graphs (asterisk in the table indicates tteat th
2.2.3 Classifier based on global nearest-weighted results are consistent). The author has created a separate
subclass centroid chart of the F-measure. This chart presents a summary of
] o ] -~ the classification results using-nn classifier. Author
The fifth modification Rocchio classifier, based on the gxamined the weighted and unweighted version this
global nearest-weighted subclass centroitpressed by  ¢jassifier, depending on the number of equations

the following model: describing a set of segments. These charts presented in
figure 3. Author also created the recall and precision
D+ Ang,; +Dug, charts for the best coefficients obtained from the
Duwg, = 3 = classification process using the selected classifiersré&igu
4 presents these charts.
fslk\ ZSesk S+ % Zi”:l \?l,\ Zseski S+ n% ZT:l |s(711\ ZSESK.J- S{ P
3 (8) Figure 3 shows a comparison of classification results

obtained using-nn classifier. This figure shows that the
use of n-grams base much worse classification results.
Where: The set of segments consisting of 8215 or 1630 terms
—n - maximum length of the document in the clags gives_ _better classification resu_lts than a collection
_m - number of positions that may take a segment in thecons!stlng_ of 10475 terms. The difference between these
classe. on arounds of the documeds solutions is 4%. poefﬂment of F-measure. Weighting for
kong ! the k-nn classifier practically had no effect on the
Further process classification is the same as presentedassification process. Thus, it is not influenced
in the sectior2.2.1(only centroidy; j in formulas3 and4 significantly its indicators. Significant impact on the
is converted to centroid from formu&i.e. Ayg,). classification of segments with kann classifier was the
The sixth modification of the classifier does not differ measure, the type of similarity metrics. The figure shows
from the solutions described above (equati®n The  that the Euclidean measure in each case, for each terms
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space, gives significantly worse results than JacardT?‘ble 5: F-rr!eas_ure coefficients of R.occhi.o classifier and his for
Cosine or Dice measure. different weighting schemes terms i.e. binary, TF and TF-IDF.
Source: [own elaboration]

Number of terms  Terms weight type  Classifier F-measure

8215 Binarna ck 0.82
cp 0.825
TF ck 0.818
) - . . o . cp 0.822
Table 4: The best indicators obtained with each classifier (weight TE-IDE ok 0.861
binary terms). Source: [own elaboration] cp 0-869
Numbetlassifier Precision Recall F-measure 10475 Binarna ck 0.805
of cp 0.802
terms TF ck 0.799
. cp 0.8
16030 Unweighted k- 0.898 0.897 0.897 TE-IDF ck 0.847
n_n,_k = 9, Jac_ard cp 0:849
similarity, - Cosine 16030 Binarna ck 0.83
similarity* cp 0.833
Weightedk-nn, k = 0.902 0.901 0.901 TE ck 0.829
8, Dice similarity, cp 0.834
Jacard similarity* TE-IDE ok 0.87
Rocchio, Jacard 0.839 0.829 0.830 ’
P : cp 0.878
similarity, Cosine
similarity*
Naive Bayes 0.861 0.851 0.845
Global nearest- 0.840 0.832 0.832
weighted subclass Figure4 shows the best coefficients obtained from the
centroid with use a classification process using the selected classifiers. This
di and pj, Jaccard figure shows that the use ofi-grams base in the
similarity, ~Cosine classification process makes the operation of all the
similarity* classifiers is worse. Lemmatization process significantly
10475 Unweighted k-  0.858 0.852  0.854 affect the naive Bayes classifier. Improving the coefficient
nn, k = 3, Jacard of F-measure is 3.5% for the set of segments containing
similarity 1630 features and 6.5% for the set of segments containing
Weightedk-nn, k = 0.866 0.860  0.861 1630 features.

8, Jacard similarity
Rocchio, Jacard 0.818 0.799 0.805
similarity, Cosine

The results of the classification process via Rocchio
classifier and its author modifications at different weight
schemes: binary, TF, TF-IDF has been put together. This

similarity* .
Naive Bayes 0.834 0820 o0gl7  Summary presents figute »
Global  nearest- 0.815 0.799  0.802 In order to discuss the recall and precision charts,
weighted subclass which is shown in figure5, created an additional
centroid with use a summary statistics. Table presents these statistics. This
d and pj, Cosine table contains the best F-measure coefficients of Rocchio
similarity, Jacard classifier (in the figuré and table5 marked asy) and a
similarity* classifier which was based on him (in the figure 5 and
8215 Unweighted k- 0.895 0.894 0.894 table 5 marked asy).
nn, k = 7, Jacard According to the data which are presented in table
similarity and figure5, the Rocchio classifier and its modifications
Weightedk-nn, k = 0.899 0.898  0.898 work best when using TF-IDF weights. TF-IDF weights
9, Jacard similarity give the best classification results for a set of segments
Rocchio,  Jacard 0.831 0.819  0.820 consisting of 16,030 and 8,215 terms. Rocchio classifier,
similarity, ~Cosine which uses a collection of 16.030 terms, gives 87%
similarity* coefficient of F-measure. This coefficient is 87.8% when
Naive Bayes 0.883 0880  0.881 using authorial modifications. So the quality of

Global nearest- 0.834 0.824 0.825

. classification could be increased by 0.8%. Rocchio
weighted subclass

classifier using reduced terms space to 8,215 terms and

centroid _ with using TF-IDF weight gave 86.1% coefficient of
use a pj, Cosine hi ffici is 86.9% h .
similarity* F-measure. This coefficient is .9% when using

authorial modifications. So the quality of classification

© 2014 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

2712 NS 2 M. Mironczuk: Detecting and Extracting Semantic Topics from Polish...

F-measure for k nearest neighbors F-measure for k nearest neighbors F-measure for k nearest neighbors
(unweighted version), (unweighted version), (unweighted version),
8215 terms 10475 terms 16030 terms
o o o
o | o (2
o /——0—0/‘\«-4\.—0—.—0_._.—. o o =g —.—
g 3 2
" o % n o 0w o
8 2| g g | g 2 | W
o
£ o o Eo
w w w ~
o o o
o ° \\\*—J\ o
s N <
o o o
0 0 0
A - - - € . - - © 1 | ¢ 1 - Euclidean metric + 3 - Jacard metric
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Fig. 3: Comparison chart of F-measure fonn classifier (weight binary terms). Source: [own elaboration]

could be increased by 0.8%. Reduce by half the numbeB Conclusions
of terms does not significantly influence the degradation
indicators of classification. This reduction influenced to

reducing the effects of proposed modifications to the|, the article author presents the proposed segments
classification. Few substantial effect modification of the ¢|agsification process (semantic classification). The

classification process can be seen when using binary angthor has demonstrated the applicability of solutions for
TF weights. In the case of Rocchio classifier using a set 0tjata mining (artificial intelligence, machine learning) to
16,030 features, the F-measure coefficient of¢|assification of segments that are part of the report. The
measurement for binary weight increased from 83% toregyits obtained from experiments, processing of Polish
83.3% . So there was an increase by only 0.3%. While thgeyts (segments), are broadly consistent with the results
weighting scheme TF for the same coefficient rosegptained in the world, i.e. with experiments on English
slightly by 0.5% from 82.9% to 83.4%. Using a set exts po,15]. Using a simple linguistic filter (onljeature
consisting of 8,215 terms obtained improved Rocchioconstryction, the author received a  satisfactory
classifier in a binary weighting scheme. Coefficient of ¢|5ssification results of up to 90% of correctly classified
F-measure increased by 0.5% from 82% to 82.5%. Th'ssegments. The proposed modifications by the author
coefficient for weighting scheme TF grew from 81.8% t0 Rocchio classifier have not worked to the end of the

82.2%, and thus improved by less than 0.4%. Mostsydy. These modifications gave a slight improvement
insensitive to the modification of the classifier was a setRgpechio  classifier.  or much worse classification

of segments which uses a collection of 10,475 terms. Thigarameters. The conclusion is that the class of segments

collection also gave the worst results of the classification cannot be modeled in this way, i.e. using additional meta
information. However, author sees the possibility of
applying meta-information in the classification using
Bayesian networks. These networks allow the integration
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of additional domain knowledge (meta information) to the  parzen windows. In: Proceedings of the 9th International
process of inferenced]. Conference on Research in Electrotechnologyand
Furthermore, research on Rocchio classifier and its Applied Informatics (REI'05), 109-119 (2005). URL
modifications have shown that changing the term weight http:/citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.6.491
significantly improves the classification. Therefore it [7] Choi, S.S., Cha, S.H., Tappert, C.C.: A survey of
would be possible to expand studies on the use of mixed binary similarity and distance measures. Journal
models and kernel estimators or normal distributions of on Systemics, Cybernetics and Informati8s43—-48
term in a naive Bayes classifier. Despite the fact that (2010).
classifiers based on nearest neighbors give the best resuli8] Chow, T.W., Zhang, H., Rahman, M.: A new
of their real implementation on the segments document representation using term frequency and
classification system is limited. This limitation is vectorized graph connectionists with application
associated with the complexity ¢énn algorithms and to document retrieval. Expert Systems with
classification time. Building a model based on the entire  Applications, 36, 12,023-12,035 (2009). URL
data set is an expensive process. For this reason it is http://dl.acm.org/citation.cfm?id=1598090.1598546
recommended Naive Bayes and extending research of®] Darwiche, A.: Modeling and Reasoning with Bayesian
probabilistic methods of classification. Probabilistic ~ Networks, 1st edn. Cambridge University Press, New
model gives good results. These results are close to the York, NY, USA, (2009).
k-nn classifier that use alinguistic filter with [10] Dasgupta, A., Drineas, P., Harb, B., Josifovski,
lemmatization terms. This filter should be followed to V., Mahoney, M.W.: Feature selection methods
implement the element associated with tlfieature for text classification. In: Proceedings of the
selection This element is implemented to reduce the 13th ACM SIGKDD international conference on
space of terms. The feature selection can be done using Knowledgediscovery and data mining, KDD’07, ACM,

probabilistic ranking model likentropyor giving a set of New York, NY, USA, 230-239 (2007). URL
attributes best describe the class likecanvex and http://doi.acm.org/10.1145/1281192.1281220
piecewise lineaor another filter modelslp, 6]. [11] Fayyad, U., Piatetsky-Shapiro, G., Smyth, P.:

Currently there are no documented reports of analysis. Advances in knowledge discovery and data mining.
In the available literature of domain, the author could not chap. From data mining to knowledge discovery:
find any processes or methods to process the reports. For an overview, American Association for Artificial
these reasons can be considered that studies reports in the Intelligence, Menlo Park, CA, USA, 1-34 (1996). URL
manner proposed by the author, are innovative in polish http://dl.acm.org/citation.cfm?id=257938.257942
rescue fire service field. In the longer term research carfl2] Fayyad, U., Piatetsky-Shapiro, G., Smyth, P.: From
yield for commander benefits such as structural CBR data mining to knowledge discovery in databases. Al
systems. Bases of these systems can subsequently be Magazinel17, 37-54 (1996)
supplemented by information, coming also from the [13] Grishman, R.: Computational linguistics: an
reports. Supplementation can be developed and introduction. Studies in natural language processing.

implemented through information extraction system. The Cambridge University Press, (1986). URL
system realized the second stage of structuring http://books.google.pl/books?id=Ar3-TXCYXUkC
(description of this stage was placed in the article[14] Guyon, 1., Elisseeff, A.: An introduction to
appearing on the stage of review in the Polish Military  variable and feature selection. Journal of
University of Technology Bulletin). Machine Learning Research: Special Issue on

Variable and Feature Selection3, 1157-1182
(2003). DOI 10.1162/153244303322753616. URL
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