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Abstract: In this paper, a master manipulator control system in a mattee robot which uses trinocular stereo vision is pressen
The system utilizes three real-time cameras to identifyteank the movements of the master handle, while also mewgstive master
handle position. The system follows a basic four step podeisst, within the image the master handle is identifiedgishe contrast
between the handle and the background. Second, the speélitecttbn of the master handle’s next position is predidtectal-time

by using the Kalman filter. Third, the position of the mastandile is measured in real time using stereo matching, whilthas a gray

area matching technique to consistently identify the prapsque image and eliminate spurious matching. This saoheludes with
the experimental results that demonstrate the feasilofitiie master manipulator control system.

Keywords: Trinocular vision, Master-slave robot, Kalman filter, Poseasurement

1 Introduction In recent years, there have been significant
developments in visual detection technology. More
specifically, vision detection has become faster and more
accurate in its measurements, and become increasingly
. ' : . . Sital in tracking moving targets.. Gao studied human
field of robotics, particularly because of its potential usefingertip motion, which can be used for real-time tracking

and_ advanttages d IIn QazardouT or d'ﬁ'fu“ to tacce;ssand recognition by the dexterous master-slave operation
enviornments and fandscapes. in general, a master-sia %,9]. This fingertip motion tracking can be completed in
robot includes a master handle and slave robot. Th 4ms when tracking multi-markers. Nash studied the
master handle IS the tool through which the operator racking of objects moving through three-dimensional
exchanges information to the slave robot. Domestic an

: : pace 10], with a focus on what happens when the target
foreign scholars have proposed a variety of master handlf'hoves beyond the field of view and the camera adjusts
configurations. Farrington and Gerlind][proposed a

- o . automatically. Visual detection has certain advantages
Phantom-type master handle with a multi-dimensional Y g

f teedback which imulate the f X it Iover other methods of tracking beacuse it is non-contact,
orce feedback which can simuiate the forces in a virtua high speed, and highly flexible, —attributes that make it

environment. Hung et al. proposed the 6-DOF master, S ; ;
handle P.3.4], which is based upon the parallel easier to measure a moving object through a large space.

. hanism that is k for its fast motion i In this study, the movement of the master handle is
connection mechanism that Is known 1or Its fast motion Ny tifieq and tracked by three cameras. The position of
a larger workspace. Baseb][proposed a new type of

tor hiah d s handle. based the dual ”t e master handle is measured by trinocular stereo vision.
mas ert. '9 ynﬁmlps anh.er,] ?.Is.e on 'e'd léa. parad he position and orientation of the master handle is then
connection mechanism, which utilizes a rigid drive and go 4 the slave robot. In this way, a simple mechanical
flexible drive. Berkelman proposed a non-contact

. o . ~structure that functions in a large workspace is achieved.
magnetic levitation master handle that can achieve six g P

degrees of freedom motior6,[7] and force feedback.
Several of these master handle configurations have a
complex mechanical structure which limits their
functionality in a limited working space enviornment.

The master-slave robot is an important development in th
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2 The Structure of the Master-Slave Robot Master hande system
System

Motion
instruction

Remgrition

land-held andtracking

apuey
Buiresdoayl

The structure of the master-slave robot system is shown in
Figure 1. There is a master handle subsystem and slave
robot subsystem in the dashed box. The master handle .

. . . Feedbadk of Movinghand €
subsystem consists of the operating handle, the visual L movingT o image
detection unit, the computer control unit, and the monitor. S —
The slave robot subsystem includes the robot, control .
appliance, and surveillance cameras, as well as other Fig. 2: the block diagram of the master handle subsystem
components.

The operator controls the movement of the operating
handle. The position and posture of the operating handl
can be identified, tracked and measured in real-time b)(;?"z The work space of the master handle
the visual detection unit. Through the master-slave
system’s movement mapping function, the position and
posture of the operating handle is converted into joint

Rrrdo
Dol RIS

Capture
motion image
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The work space of the master handle includes the field-
of-view of the multi-cameras. In order to avoid the arm of
he operating handle being concealed, the handle should

movement parameters and thgr_1 the joint movemen e tracked and located by the three cameras from three
parameters are used for driving the robot as adifferentperspectives, as shown in Figure 3.

corresponding movement of the operating handle. At the Each camera oversees one field of view. Each of the

same time, in real time, the surveillance cameras registe{hree camera’s field of views overlap with each other at

the position and pose of robot. Meanwhile, the O,peratorcertain angles, as shown in Figure 4. The work space of
makes a decision on the operating hff‘”d'es neXtthe operating handle is where the three field of views
movement after reviewing the real-time video. Taken overlap. Therefore, the work space of the master handle is
together, these operational steps complete the work cyclea 3D measurement with a strange shape and an unknown
position and size11,12]. It is difficult to translate this
particular measurement.

slave robot subsysiems master handle subsystem Itis also neccesary to calculate the location and size of
—— the workspace. In order to simplify this process, the field
of view for the cameras is expressed in conical space, as
shown in Figure 5.

_Slave robot

“ 75~ Surveillance
“cameras

Acagaon As shown in Figure 5, the baseline distance B is the
\ i 5 line between the CCD1 and CCD2 lens center. The
$ &) objeas Trnocula vision unit optical axis of camera CCD1 and CCD2 intersect at angle

g,% B1 and B,. The CCD1 lens center is viewed as the grid
Ig origin, the baseline B is viewed as the X axis; the Z axis
Feedhack | /) is perpendicular to the baseline B on the plane defined by
N o T“""‘”“’“’% the two intersecting optical axes; and the Y axis direction
is determined by the right-hand rule. The incident
Fig. 1: The structure of Master-slave robot system direction of the Camera CCD 3 is perpendicular to the
XOZ plane.

oyerxdQ

X

3 The design of the Master handle Subsystem
3.1 The Principle of the Master handle

Subsystem

. . . Operator
The main function of the master handle subsystem is to !
facilitate a human-computer interaction. The visual conz

detection unit collects information on the operator
motion, which is then used to instruct the motion of the
robot through the computer control unit. The operator can
move the operating handle into the next position using the
real-time feedback of the moving robot. The working Fig. 3: the multi-camera layout of the master handle subsystem
block diagram of the master handle subsystem is shown

in Figure 2.
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B along the X-axis. Thus, it is understood that in the
coordinate system OXYZ the rotated factor matrix of the
CCD2 conical surface is:

Field of view

X cog —(90° — B,)) 0 —sin(—(90° — B2))
y| = 0 1 0

z sin(—(90° — B2)) 0 cog—(90° — Bo))

acod B

asint | +1(0

Field of view acotw 0

Therefore, the CCD2 conical surface parametric
equation is:
Fig. 4: the overlapping field of three camera views
X = asinf;cos +acosfcotw+ B
A2:{y=asint (2

Assume the original position of the conical space as z= —acosB,cost +asinf; cotw

shown in the figure to the right in figure 5. It is known

L : : : Then, the coneA rotates around X-axis through a
that the Z-axis is the rotat|oxnj>§§c%rs1td the conical SurfaCeclockwis:e 90degrees, shifts B/2 along the X-axis , shifts

B/2 along the Z-axis and shif8/+/2 along the Y-axis. It
is understood, then, that in the coordinate system OXYZ

z=a-cotw the rotated factor matrix of the CCD3 conical surface is:
x> +y? = a% z = a-cotw, including t € R,

W= arctar(\/szJrTyZ/f). X cos90 0—sin90 acos B/2

parametric equation i4 : { y=a-sint with alignment

yl=1| o0 1 0 |-| asint |+ [B/v2
z sin90 0 cos90 acotw B/2
o Therefore, the CCD3 conical surface parametric
y X equation is:
X = —acotw+B/2
z A3:{y=asint+B/v2 (3)

z=acos+B/2

Assuming that the depth of field is in perfect
condition for the three cameras CCD1, CCD2, CCD3, the
effective field of view for the trinocular consists of a
cluster of points @Q ) which lie in the overlapping field of
the three camera views. The cluster of poirds is
Then, the coneA\ rotates around Y-axis through a expressed by the formuld)(to (3):

clockwise (90-8 1) degrees. It is understood, then, that
in the coordinate system OXYZ the rotated factor matrix Q={(xy.2/(xy,2) S (AINA2NA3)}  (4)

Fig. 5: the shape and position of the workspace

of CCD1 conical surface is: ; :
‘ To review, the workspace of the master handle is
; _ 005(9000 ~B) 2 B s|n(98° —B) 2‘;?3 determined by the set of points in the overlap zone.

z sin(90° — B1) 0 cog90° — By) acotw

Th.erefo.re, the CCD1 conical surface parametricy Recognition and tracking algorithm of the
equation is:
master handle
X = asinfB; cost —acosB; cotw o )
Al:{y=asint (1) 4.1 Recognition of moving target based on
z= acosB, cog + asinBy cotw background subtraction

Similarly, the coneA rotates around the Y-axis The background subtraction method is an efficient
through a counter-clockwise (94B , ) degrees, and shifts recognition algorithm used to track a moving object. In
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general this process begins by selecting one or several The Kalman filter should be initialized when it is used
images as a background template and then subtracting ifor the first time. The detected initial stat of the
the chosen image from the background template by usingnoving target is assigned to the Kalman filter as the
this formula 6). If the number of nonzero pixels in the initial value. If the velocity and acceleration of the
differential image is greater than the preset thresholdnoving target is unknown, the assignment is zero.
value, it shows a moving object in the image. Let Meanwhile, the time of the current image is recorded and
fu(x,y,t) and fy(x,y,t) denote the current frame image at the covariance of the initial error is set to zero.

timet and the background template separately, so that the (2) The prediction of moving target:

differential image D is: Status prediction equation:
Dk(x,y,t) _ fk(xvy7t) |fk(Xayat)_ fb(x7y7t)| >T (5) S(\k_,’_l: DX+ W1 (9)
0 others

Error covariance prediction equation:
In each of these formulas, is the set threshold value;
the nonzero region in @ is the region of the moving Po1= BRD+Q (10)
target. Because the background subtraction method can
be influenced by changes in the environment, light

intensity, and other factors, it is necessary to promptly | At.1 1At2.1
update the background templates in an effort to nullify o= |0 I. 2At I (11)
these influential effects. The background-updating 0 0 |'

algorithm [L3,14,15] proposed by Lamard is:
Where, At is the sampling time®y is a 6 x 6 state
Br(x,y) = afk(xy) + (1~ a)B-1(xy) ®)  transition matrix, | is a 2< 2 unit matrix.

Whereina is the updating weights of the background (3) Updat-e proces.s.:
templates that is used for adjusting the updating rate of the ~OPServation matrix:
background templates.

Hea=[110000 (12)
4.2 Motion Tracking Based on Kalman Filter Kalman gain coefficient:
After using background subtraction to determning the Kii1 =P He 1 (P He i + R (13)

moving target, a maximum bounding rectanyj\eo, of
the target contour is used as the window for the motion  Covariance update equation:
tracking. Then, in order to narrow the moving target
search area, the next location of the moving target is Pe1 = (1= KisaHer1) B (14)
predicted with the Kalman filter, according to the current
status (position, velocity, acceleration) of the moving  Status update equation:
target.
Suppose the status vector of the Kalman filter is - _ <
X = (XY,V,W,a,a,)", which separately denotes 1 =K1+ K@ —HeaXia) - (19)
position, velocity and acceleration for thgy-direction in
the image; and the observation vectoZis- (x,y)". The
prediction algorithm is shown, then, as the following 5 Gesture measurement algorithm
steps:
(1) Initialization: the model of the Kalman filter is:

State equation: The gesture of the operating handle can be determined by

measuring the coordinates of certain marks on the handle.
Xir1 = DX+ s 1, W € N(0,Q) @) The measuring pr|n_C|pIe is such that while .the
operator is moving certain markers on the handle will be

where @ is a state transition matrixp.1 is a random ~concealed. To accomdate this principal, the trinocular

interference vector. detecting unit can calculate the handle gesture as long as
Observation equation: two of the cameras are able to detect four or more
markers. As such, the measuring algorithm is divided into
Zyi1 = HiX+ Uks 1, U1 € N(O,R) (8)  three steps: 1) recognition and location of the markers; 2)

marker matching; and 3) gesture calculation. Here's an
whereHy is an observation matrixy. 1 is a observation example in which any two cameras can be used for the
noise vector. algorithm.
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5.1 Recognition and location of markers described the by the normalized cross-correlation
coefficient [L9]:

The binarization image processed by the iterative method:

the number of the markehg (a known quantity) is viewed

—1m-1 _ _
as a condition for the ending iteration. The choice of the nz mz (THY)=-T) (1 (x+X y+Y)—1)
threshold is: S(x,y) = y=0x'=0
_ . ’ n—1m-1 —,n-1m-1 —
To= (Tmax-+ Tmin) /2 (16) r 33 (TWy)-T13 3 (xexysy))
y'=0x'=0 y'=0x'=0
where Tnax, Tmin are separately the initial maximum, il ) (18)

minimum threshold value. Assume that the max numbeiwhere, S(x,y) is the similarity of two m x n
of markers detected M. In order to reduce marker loss, Corresponding neighboring Windongi(y), T(X, y) are
it should be thalN = AN, A is greater than 1. First, the the gray value in the target image, and the source image at
image is binarized by the thresholy; and then the coordinatex, y), | andT are the gray average within the
contour numben is detected, ifi > N, it takesTmin = To;  neighborhood window in the target image and the source
if n <N, it takesTmax= To ; if n=N, it ends the iteration  jmage. Suppose the similarity threshold ds. If the
and the finally is the selected threshold. similarity of the point-to-poin{Ri,Frj) is Sj > &, the
After the binarization processing, the contour candidate points are retained or excluded.
extraction will begin. Because the markers are round, and  (3) Sequential consistency constraints and unique
the marker’s size and the relative position are knownconstraints are introduced to eliminate spurious matches.
quantities, the pseudo markers in the image can bgn the above matching process, a match must be
removed according to the shape of the marker’s contourpidirectional, which means that a search of the matching
the size, and the position. With this information the real points must be carried out between the left and right
markers can be determined. The real markers argmage. The corresponding poiRg of left imaging point
extracted at the sub-pixel level by the centroid methodR is searched for in the right image; in reverse, the
[16,17,18]; the image coordinates of the centroid for each corresponding point?. of right imaging point Pg is
marker are denoted by {Rili=12---No},  searched forin the leftimage. If the bidirectional match is
{Prjli=1,2,---No}. not a success, the match itself is incorrect and this pair of
corresponding points should be excluded.
After the above steps have been completed, the best

5.2 The matching of the markers matching points of each marker can be accurately found.

During the marker matching process, the marker centroids ) )

are taken as the matching primitive of the feature, and the>-3 The gesture calculation of the operating

relevant neighborhood windows of the centroids are takerhandle

as the matching primitive of the gray area. As such the

matching process can be achieved by using the complexhe gesture calculation is divided into three steps: 1) 3D

primitive. coordinates of each marker are found in any two of the
Suppose the relevant neighborhood windows of thetrinocular system cameras. The experiment shows that if

centroids are denoted bw; the search area i%\ko  the arm conceals one marker then that marker’s

(which was determined in the previous section); and thecoordinates can be calculated by one pair of cameras in

matching algorithm is as follows: the binocular system; if the marker isn’t concealed then
(1) The initial matching of the feature points is taken the marker coordinates can be calculated using three of

by the epipolar constraint and then the candidate pointshe binocular system cameras. 2) The optimal coordinate

are obtained. SupposB, P; represent separately the values of the markers need to be determined. This

corresponding point of the feature in the source imageinformation, in turn, will determine the unique gestures of

and the target imagel; represents the corresponding the operating handle. Because the coordinates of a marker

epipolar of R in the target imageD;; represents the will be differentin each of the binocular system cameras,

distance betweeR; andL;. A represents a cluster of the the coordinates need to be transformed into the same

candidate points foR. coordinate system. The several coordinates of a marker
are then averaged to determine its optimal coordinates. 3)
Dij = f(R,Py;,Li) (17)  According to the structural parameters of the operating

handle and the 3D coordinates of its markers, the gesture
Suppose the distance threshold valu®is if Djj; < of the operating handle can be solved. The algorithm is as
Do, thenP; will be added to the cluste;. follows:
(2) Because of the similarity of the gray value within First, suppose the world coordinate system and the
the neighborhood windows around the feature points, theCCD1 camera coordinate system coincide with each other
matching might not be fully accurate. This can bein the trinocular system. The internal and external
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parameters for the three groups of the trinocular system Finally, a coordinate system O-xyz is built for the
are separately obtained through calibration, includireg th operating handle, in which the position and orientation of
rotation matrixRyj, translation vectoil;; and effective  the handle is indicated YF,

focal lengthf)i, fii (i = 1, 2, 3), wheni represents the

group number of the binocular system. Ny Ox ax Xo
rprars n; 0; &; Zo (23)
Riji=[rarsre 0001
I7rgrlg (19)

Where (ny,ny,n7)T, (0x,0y,0,)7 and (ay,ay,a,)" is the

Toi = (x ty tZ)T unit direction vector, which separately represents the
prientation of three axes for the coordinate ﬁys.tem O-xyz
e L T e o, e o s st e
the relation _of perspective projection for the marker asd it system.

corresponding points in the left and rightimage plane, the * According to the structure parameters of the handle,
3D coordinate$(x.y,2) in the CCD1 camera coordinate e coordinate value of each marker in the coordinate

pi(X,Y) and pr (X, Y;) are the image coordinates of

system are: system O-xyz can be calculated, which is show as
x=2%/fi R’ =(X,y,Z)T,i=1...n nis the number of markers.
Then, the coordinate matrM’ = (P}, P}, ..., P, ..., P is
y=24/Hi composed of 3D coordinates of all the markers in the
B fii (fritx — Xet2) coordinate system O-xyz, therefore,
X (r7Xs +rg¥i +rofii) — fri(raX +r2Yi +rafii) M=YE - M (24)
_ fli(frity —Yrtz)
Y (raX gy rof) — fri(raX +rsY +refy) SubstitutingM andM’, the gesture of the handle can

(20)  be expressed byF.

Second, as shown in the trinocular system in Figure 5:  The attitude angle of the handle can be expressed by
the two groups of the binocular system, CCD1-CCD2 andthe Euler angles Z-Y-X70]. Therefore, the gesture of the
CCD1-CCDg, are used to determine the 3D coordinateshandleF is the vector((x,y,2),a,,Yy), where §, y, 2)
of the marker. When using the third group of the represents the position of the handle andB, y is the
binocular system, CCD2-CCD8, the 3D coordinate valueangle which separately represents the rotations for the
P3(xs,y3,23) Of the marker needs to coordinate a handles relative to the world coordinate system’s Z-axis,
conversion to the CCD1 camera coordinate system. The/-axis, X-axis.
rotation matrix R, translation vectorT,; can be
obtained through calibration; the equation of the

coordinate conversion is: 6 Experimental analysis
X1 X3 .
vi | =Ria [ ys | +Tus 21) 6.1 The structure of experimental system
Z Z3

The hardware for the experimental system consists of the
where (i,y1,21) is the coordinate value of the point following devices. Three industrial cameras, GRAS-
P3(xs,Ys,23) in the CCD1camera coordinate system. 20S4M-C with 2million pixels and a maximum frame rate

Third, the marker coordinates are converted through &f 30 frames/s;. The camera lens are Kowa LM12HC with
coordinate conversion, but only after they have beemd 12.5 mm focal length; the computer configuration is
determined by each binocular system. Then, severalntel Xeon X3220 2.4GHz and 2GB RAM; a precise 3D
coordinate values of the same marker are averaged outotion platform whose positioning accuracy is 0.02mm
and the optimal coordinate value is determined. Thewith a distance of 200mm200mmx150mm. Also, a
marker P coordinates in the CCD1 camera coordinatdinocular system was used to carry out the experimental
system are: verification of the vision measurement of the handle

gesture.

pv_pooor_ (tey 1oy s 1,2,3
- _(ﬁi;)(hﬁi;ylaﬁi;zi)7n_ g Ly I - - -
(22) 6.2 The camera calibration of the binocular
Fourth, the coordinate matrdd = (PY, PY¥, ..., Y, vision system

I
..., PV} is composed of the 3D coordinates of all the

markers. WherePiW =X,¥,z)",i=1...n nisthe A familiar calibration method was adopted to calibrate
number of markers. two of the cameras of the binocular system separately.
(@© 2015 NSP
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These calibrations yielded the camera’s Internal and
external parameté1, 22].
Left camera CCD1 internal parameter matrix:

29562067 0 6270930
A= 0 29400975 5152024
0 0 10000

Right camera CCD2 internal parameter matrix:

29395353 0 667526 e @
A= 0 29222544 5026779
0 0 10000 Fig. 6: Results for the recognition and tracking of the handle

SupposeR,, T; or R, T, separately represent the
corresponding position relation between the left or right
camera coordinate system and the world coordinateexperiment. The handle is fixed on the motion platform
system. Then, the position relation between the left andaccording to the setting attitude angle, and then the
right camera coordinate system can be calculated by thparameters of reality gesture for the handle can be

mathematic expression below. obtained, and the reality parameters of handle gesture are
used as theoretical value. As shown in Table

Ri=RR*! Meanwhile, the handle gesture is measured by binocular

T =T— Rer_lTr (25) system. Compare the parameters measured with the

theoretical parameters, visual measure precision can be

The rotation matrixR, and translation vectof, can ~ analyzed. Table provide part of the experiment result,
be obtained by the iterative optimization of 14 positions from the data in the table, the algorithm can measure the
parameters for calibration target, namely, handle gesture precisely.

0.9838-0.0045-0.1799 _
R, = [0.0092 10000 00224 |, 6.5 Error analysis

0.1801-0.0241 09837
The mean absolute error is introduced to represent the

Tn = [98.7723 08410 91032 measurement precision of algorithm, and carry out
quantitative analysis of the error. The mean absolute error
of position measurement can be defined as:

6.3 Recognition and tracking of the handle

N Y 2, i o2
The length of the cylindrical handle used in the i:zl\/(x' X)W+ (7 - 2)
experiment is 200mm; the diameter is 10mm. Six t= N
columns markers are distributed evenly along the circle of .
the cylindrical surface atop the handle, and the angle of, "€ mean absolute error of attitude angle can be
the two adjoining markers along the circle is’6@very ~ defined as:

(26)

N
column has two markers. Figure 6 shows part of the > 16— 6]
processing result of the identification and tracking for the Eg=1t (27)
handle. Figure 6(a) and (b) are the identification results of N

the handle after using the background difference methodwhere &, y, 2) is the reality 3D coordinate, whiled( y',

while 6(c) and (d) are the tracking process of the handlez) is the measured 3D coordinate. AGt= (a’,B',y) is

after using the Kalman filter. According to the figures, the the measured attitude angle, while= (a,f3,y) is the

algorithm can track the motion of the handle precisely.reality attitude angleN is the number of sampléy = 20.

The result shows that the algorithm introduced in this Through counting the data in the tablel, the absolute error

paper can adapt well to changing ambient light. of the position measurement can be obtain&gd: =
0.31mm; and the absolute error of the angle
measurements, = 0.67°, Eg = 0.56°, E, = 0.65°. So

6.4 Gesture measurement of the handle the measurement error can be influenced by the factors as
lens marginal distortion, the measuring distance, the size

Precise 3D motion platform is used for driving the handleof markers, the motion speed of handle, and these

move within the workspace of the handle in the problems need to further resolve in the next research.
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Table 1: Table 1 Result of handle gesture measurement

Series Measured position Theoretic position Measuretlidéi Theoretic attitude
No. coordinates{,y,Z)/mm  coordinates(y,z/mm  angléa’,8’,y)/°  anglda’,B',y)/°
1 (-114.59,36.91,598.83)  (-114.80,36.81,598.66)  (277713,-88.2) (26.4,76.7,-89.1)
2 (-90.78,41.93,586.25) (-90.57,41.90, 586.25)  (-123.a,-100.1) (-123.6,76.8,-101.3)
3 (-77.54,45.73,587.22) (-77.61,45.67,587.04)  (-162.9,-111.9) (-103.6,66.1,-112.2)
4 (-45.79,48.69,578.99) (-45.78,48.88,578.83) (-31.2,82.6) (-33.1,80.5,91.9)
5 (-21.47,50.42,572.92) (-21.22,50.60,572.65)  (-1%24,-169.2) (-118.2,61.8,-169.5)
6 (-7.80,45.64,569.41) (-7.74,45.64,569.16)  (-95.76875.1)  (-95.7,68.2,-176.0)
7 (13.65,47.37,565.65) (13.68,47.29,565.45)  (-85.8,6855.3)  (-86.3,68.4,-156.1)
8 (37.06,48.25,561.22)  (37.27,48.4289,561.55)  (-99.2,38178.5)  (-98.3,38.5,-179.0)
9 (45.70,42.58,559.16) (46.09,42.41,559.35)  (-103.3,56867.6) (-103.7,55.4,-168.1)
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