The Master Manipulator Control System in a Master-Slave Robot based on Trinocular Stereo Vision
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Abstract: In this paper, a master manipulator control system in a master-slave robot which uses trinocular stereo vision is presented. The system utilizes three real-time cameras to identify and track the movements of the master handle, while also measuring the master handle position. The system follows a basic four step process. First, within the image the master handle is identified using the contrast between the handle and the background. Second, the speed and direction of the master handle’s next position is predicted in real-time by using the Kalman filter. Third, the position of the master handle is measured in real time using stereo matching, which utilizes a gray area matching technique to consistently identify the proper, unique image and eliminate spurious matching. This study concludes with the experimental results that demonstrate the feasibility of the master manipulator control system.
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1 Introduction

The master-slave robot is an important development in the field of robotics, particularly because of its potential use and advantages in hazardous or difficult to access environments and landscapes. In general, a master-slave robot includes a master handle and slave robot. The master handle is the tool through which the operator exchanges information to the slave robot. Domestic and foreign scholars have proposed a variety of master handle configurations. Farrington and Gerling [1] proposed a Phantom-type master handle with a multi-dimensional force feedback which can simulate the forces in a virtual environment. Hung et al. proposed the 6-DOF master handle [2,3,4], which is based upon the parallel connection mechanism that is known for its fast motion in a larger workspace. Baser [5] proposed a new type of master high dynamics handle, based on the dual parallel connection mechanism, which utilizes a rigid drive and flexible drive. Berkelman proposed a non-contact magnetic levitation master handle that can achieve six degrees of freedom motion [6,7] and force feedback. Several of these master handle configurations have a complex mechanical structure which limits their functionality in a limited working space environment.
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In recent years, there have been significant developments in visual detection technology. More specifically, vision detection has become faster and more accurate in its measurements, and become increasingly vital in tracking moving targets. Gao studied human fingertip motion, which can be used for real-time tracking and recognition by the dexterous master-slave operation [8,9]. This fingertip motion tracking can be completed in 0.4ms when tracking multi-markers. Nash studied the tracking of objects moving through three-dimensional space [10], with a focus on what happens when the target moves beyond the field of view and the camera adjusts automatically. Visual detection has certain advantages over other methods of tracking because it is non-contact, high speed, and highly flexible, —attributes that make it easier to measure a moving object through a large space. In this study, the movement of the master handle is identified and tracked by three cameras. The position of the master handle is measured by trinocular stereo vision. The position and orientation of the master handle is then sent to the slave robot. In this way, a simple mechanical structure that functions in a large workspace is achieved.
2 The Structure of the Master-Slave Robot System

The structure of the master-slave robot system is shown in Figure 1. There is a master handle subsystem and slave robot subsystem in the dashed box. The master handle subsystem consists of the operating handle, the visual detection unit, the computer control unit, and the monitor. The slave robot subsystem includes the robot, control appliance, and surveillance cameras, as well as other components.

The operator controls the movement of the operating handle. The position and posture of the operating handle can be identified, tracked and measured in real-time by the visual detection unit. Through the master-slave system’s movement mapping function, the position and posture of the operating handle is converted into joint movement parameters and then the joint movement parameters are used for driving the robot as a corresponding movement of the operating handle. At the same time, in real time, the surveillance cameras register the position and pose of robot. Meanwhile, the operator makes a decision on the operating handle’s next movement after reviewing the real-time video. Taken together, these operational steps complete the work cycle.

Fig. 1: The structure of Master-slave robot system

3 The design of the Master handle Subsystem

3.1 The Principle of the Master handle Subsystem

The main function of the master handle subsystem is to facilitate a human-computer interaction. The visual detection unit collects information on the operator motion, which is then used to instruct the motion of the robot through the computer control unit. The operator can move the operating handle into the next position using the real-time feedback of the moving robot. The working block diagram of the master handle subsystem is shown in Figure 2.

Fig. 2: The block diagram of the master handle subsystem

3.2 The work space of the master handle

The work space of the master handle includes the field-of-view of the multi-cameras. In order to avoid the arm of the operating handle being concealed, the handle should be tracked and located by the three cameras from three different perspectives, as shown in Figure 3.

Each camera oversees one field of view. Each of the three camera’s field of views overlap with each other at certain angles, as shown in Figure 4. The work space of the operating handle is where the three field of views overlap. Therefore, the work space of the master handle is a 3D measurement with a strange shape and an unknown position and size \([11, 12]\). It is difficult to translate this particular measurement.

It is also necessary to calculate the location and size of the workspace. In order to simplify this process, the field of view for the cameras is expressed in conical space, as shown in Figure 5.

As shown in Figure 5, the baseline distance B is the line between the CCD1 and CCD2 lens center. The optical axis of camera CCD1 and CCD2 intersect at angle \(\beta_1\) and \(\beta_2\). The CCD1 lens center is viewed as the grid origin, the baseline B is viewed as the X axis; the Z axis is perpendicular to the baseline B on the plane defined by the two intersecting optical axes; and the Y axis direction is determined by the right-hand rule. The incident direction of the Camera CCD 3 is perpendicular to the XOZ plane.

Fig. 3: The multi-camera layout of the master handle subsystem
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Assume the original position of the conical space as shown in the figure to the right in figure 5. It is known that the Z-axis is the rotation axis and the conical surface parametric equation is \( \Lambda : \begin{align*} x &= a \cdot \cos t \\ y &= a \cdot \sin t \\ z &= a \cdot \cot \omega \end{align*} \) with alignment \( x^2 + y^2 = a^2 \), \( z = a \cdot \cot \omega \), including \( t \in R \), \( \omega = \arctan(\sqrt{T_2^2 + T_3^2}/f) \).

Then, the cone \( \Lambda \) rotates around Y-axis through a clockwise \( 90^\circ - \beta_1 \) degrees. It is understood, then, that in the coordinate system OXYZ the rotated factor matrix of the CCD1 conical surface is:

\[
\begin{bmatrix}
\cos(90^\circ - \beta_1) & 0 & -\sin(90^\circ - \beta_1) \\
0 & 1 & 0 \\
\sin(90^\circ - \beta_1) & 0 & \cos(90^\circ - \beta_1)
\end{bmatrix} \cdot \begin{bmatrix} a \cos t \\ a \sin t \\ a \cot \omega \end{bmatrix} + \begin{bmatrix} B/2 \\ 0 \\ 0 \end{bmatrix}
\]

Therefore, the CCD1 conical surface parametric equation is:

\[
\begin{align*}
A_1 : & \begin{cases} 
 x = a \sin \beta_1 \cos t - a \cos \beta_1 \cot \omega \\
y = a \sin t \\
z = a \cos \beta_1 \cos t + a \sin \beta_1 \cot \omega
\end{cases}
\end{align*}
\]

Similarly, the cone \( \Lambda \) rotates around the Y-axis through a counter-clockwise \( 90^\circ - \beta_2 \) degrees, and shifts B along the X-axis. Thus, it is understood that in the coordinate system OXYZ the rotated factor matrix of the CCD2 conical surface is:

\[
\begin{bmatrix}
\cos(90^\circ - \beta_2) & 0 & -\sin(90^\circ - \beta_2) \\
0 & 1 & 0 \\
\sin(90^\circ - \beta_2) & 0 & \cos(90^\circ - \beta_2)
\end{bmatrix} \cdot \begin{bmatrix} a \cos t \\ a \sin t \\ a \cot \omega \end{bmatrix} + \begin{bmatrix} B \\ 0 \\ 0 \end{bmatrix}
\]

Therefore, the CCD2 conical surface parametric equation is:

\[
\begin{align*}
A_2 : & \begin{cases} 
 x = a \sin \beta_2 \cos t + a \cos \beta_2 \cot \omega + B \\
y = a \sin t \\
z = -a \cos \beta_2 \cos t + a \sin \beta_2 \cot \omega
\end{cases}
\end{align*}
\]

Then, the cone \( \Lambda \) rotates around X-axis through a clockwise \( 90^\circ \) degrees, shifts B/2 along the Z-axis, shifts B/2 along the X-axis, shifts B/2 along the Z-axis and shifts \( B/\sqrt{2} \) along the Y-axis. It is understood, then, that in the coordinate system OXYZ the rotated factor matrix of the CCD3 conical surface is:

\[
\begin{bmatrix}
\cos 90^\circ & 0 & -\sin 90^\circ \\
0 & 1 & 0 \\
\sin 90^\circ & 0 & \cos 90^\circ
\end{bmatrix} \cdot \begin{bmatrix} a \cos t \\ a \sin t \\ a \cot \omega \end{bmatrix} + \begin{bmatrix} B/2 \\ B/\sqrt{2} \\ B/2 \end{bmatrix}
\]

Therefore, the CCD3 conical surface parametric equation is:

\[
\begin{align*}
A_3 : & \begin{cases} 
 x = -a \cot \omega + B/2 \\
y = a \sin t + B/\sqrt{2} \\
z = a \cos t + B/2
\end{cases}
\end{align*}
\]

Assuming that the depth of field is in perfect condition for the three cameras CCD1, CCD2, CCD3, the effective field of view for the trinocular consists of a cluster of points \( \Omega \) which lie in the overlapping field of the three camera views. The cluster of points \( \Omega \) is expressed by the formula (1) to (3):

\[
\Omega = \{(x,y,z) | (x,y,z) \subseteq (A1 \cap A2 \cap A3)\}
\]

To review, the workspace of the master handle is determined by the set of points in the overlap zone.

4 Recognition and tracking algorithm of the master handle

4.1 Recognition of moving target based on background subtraction

The background subtraction method is an efficient recognition algorithm used to track a moving object. In
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4.2 Motion Tracking Based on Kalman Filter

After using background subtraction to determine the moving target, a maximum bounding rectangle \( W_{ROI} \) of the target contour is used as the window for the motion tracking. Then, in order to narrow the moving target search area, the next location of the moving target is predicted with the Kalman filter, according to the current status (position, velocity, acceleration) of the moving target.

Suppose the status vector of the Kalman filter is \( X = (x, y, v_x, v_y, a_x, a_y)^T \), which separately denotes position, velocity and acceleration for the \( x, y \)-direction in the image; and the observation vector is \( Z = (x, y)^T \). The prediction algorithm is shown, then, as the following steps:

1) Initialization: the model of the Kalman filter is:

\[
X_{k+1} = \Phi_k X_k + \omega_{k+1}, \quad \omega_{k+1} \in \mathcal{N}(0, Q)
\]

where \( \Phi_k \) is a state transition matrix; \( \omega_{k+1} \) is a random interference vector.

Observation equation:

\[
Z_{k+1} = H_k \hat{X}_k + \nu_{k+1}, \quad \nu_{k+1} \in \mathcal{N}(0, R)
\]

where \( H_k \) is an observation matrix; \( \nu_{k+1} \) is a observation noise vector.

The Kalman filter should be initialized when it is used for the first time. The detected initial state \( X_0 \) of the moving target is assigned to the Kalman filter as the initial value. If the velocity and acceleration of the moving target is unknown, the assignment is zero. Meanwhile, the time of the current image is recorded and the covariance of the initial error is set to zero.

2) The prediction of moving target:

Status prediction equation:

\[
\hat{X}_{k+1} = \Phi_k X_k + \omega_{k+1}
\]

Error covariance prediction equation:

\[
P_{k+1} = \Phi_k P_k \Phi_k + Q
\]

\[
\Phi_k = \begin{bmatrix}
I & \Delta t & \frac{1}{2} \Delta t^2 & I \\
0 & I & \Delta t & I \\
0 & 0 & I & I
\end{bmatrix}
\]

Where, \( \Delta t \) is the sampling time, \( \Phi_k \) is a \( 6 \times 6 \) state transition matrix, \( I \) is a \( 2 \times 2 \) unit matrix.

3) Update process:

Observation matrix:

\[
H_{k+1} = \begin{bmatrix} 1 & 1 & 0 & 0 & 0 & 0 \end{bmatrix}
\]

Kalman gain coefficient:

\[
K_{k+1} = P_{k+1} H_{k+1}^T (H_{k+1} P_{k+1} H_{k+1}^T + R)^{-1}
\]

Covariance update equation:

\[
P_{k+1} = (1 - K_{k+1} H_{k+1}) P_{k+1}
\]

Status update equation:

\[
X_{k+1} = \hat{X}_{k+1} + K_{k+1} (Z_{k+1} - H_{k+1} \hat{X}_{k+1})
\]

5 Gesture measurement algorithm

The gesture of the operating handle can be determined by measuring the coordinates of certain marks on the handle.

The measuring principle is such that while the operator is moving certain markers on the handle will be concealed. To accommodate this principal, the trinocular detecting unit can calculate the handle gesture as long as two of the cameras are able to detect four or more markers. As such, the measuring algorithm is divided into three steps: 1) recognition and location of the markers; 2) marker matching; and 3) gesture calculation. Here's an example in which any two cameras can be used for the algorithm.
5.1 Recognition and location of markers

The binarization image processed by the iterative method: the number of the markers \( N_0 \) (a known quantity) is viewed as a condition for the ending iteration. The choice of the threshold is:

\[
T_0 = \frac{(T_{\text{max}} + T_{\text{min}})}{2}
\]

(16)

where \( T_{\text{max}}, T_{\text{min}} \) are separately the initial maximum, minimum threshold value. Assume that the max number of markers detected is \( N \). In order to reduce marker loss, it should be that \( N = \lambda N_0 \), \( \lambda \) is greater than 1. First, the image is binarized by the threshold \( T_0 \); and then the contour number \( n \) is detected, if \( n > N \), it takes \( T_{\text{min}} = T_0 \); if \( n < N \), it takes \( T_{\text{max}} = T_0 \); if \( n = N \), it ends the iteration and the final \( T_0 \) is the selected threshold.

After the binarization processing, the contour extraction will begin. Because the markers are round, and the marker’s size and the relative position are known quantities, the pseudo markers in the image can be removed according to the shape of the marker’s contour, the size, and the position. With this information the real markers can be determined. The real markers are extracted at the sub-pixel level by the centroid method \([16,17,18]\); the image coordinates of the centroid for each marker are denoted by \( \{P_L| i = 1, 2, \cdots N_0\} \), \( \{P_R| i = 1, 2, \cdots N_0\} \).

5.2 The matching of the markers

During the marker matching process, the marker centroids are taken as the matching primitive of the feature, and the relevant neighborhood windows of the centroids are taken as the matching primitive of the gray area. As such the matching process can be achieved by using the complex primitive.

Suppose the relevant neighborhood windows of the centroids are denoted by \( W \); the search area is \( W_{\text{ROI}} \) (which was determined in the previous section); and the matching algorithm is as follows:

1. The initial matching of the feature points is taken by the epipolar constraint and then the candidate points are obtained. Suppose \( P_i, P_j \) represent separately the corresponding point of the feature in the source image and the target image. \( L_i \) represents the corresponding epipolar of \( P_i \) in the target image. \( D_{ij} \) represents the distance between \( P_j \) and \( L_i \). \( A_i \) represents a cluster of the candidate points for \( P_i \).

\[
D_{ij} = f(P_i, P_j, L_i)
\]

(17)

Suppose the distance threshold value is \( D_0 \), if \( D_{ij} < D_0 \), then \( P_j \) will be added to the cluster \( A_i \).

2. Because of the similarity of the gray value within the neighborhood windows around the feature points, the matching might not be fully accurate. This can be described by the normalized cross-correlation coefficient \([19]\):

\[
S(x,y) = \frac{n-1}{\sqrt{\sum_{y'=0}^{m-1} \left(T(x',y') - \bar{T}\right)^2 \sum_{x'=0}^{n-1} \left(T(x+x',y') - \bar{T}\right)}}
\]

(18)

Where, \( S(x,y) \) is the similarity of two \( m \times n \) corresponding neighboring windows, \( I(x, y), T(x, y) \) are the gray value in the target image, and the source image at coordinate \( (x, y) \), \( T \) and \( \bar{T} \) are the gray average within the neighborhood window in the target image and the source image. Suppose the similarity threshold is \( \varepsilon_0 \). If the similarity of the point-to-point \( (P_{L_i}, P_{R_j}) \) is \( S_{ij} > \varepsilon_0 \), the candidate points are retained or excluded.

3. Sequential consistency constraints and unique constraints are introduced to eliminate spurious matches. In the above matching process, a match must be bidirectional, which means that a search of the matching points must be carried out between the left and right image. The corresponding point \( P_R \) of left imaging point \( P_L \) is searched for in the right image; in reverse, the corresponding point \( P_L \) of right imaging point \( P_R \) is searched for in the left image. If the bidirectional match is not a success, the match itself is incorrect and this pair of corresponding points should be excluded.

After the above steps have been completed, the best matching points of each marker can be accurately found.

5.3 The gesture calculation of the operating handle

The gesture calculation is divided into three steps: 1) 3D coordinates of each marker are found in any two of the trinocular system cameras. The experiment shows that if the arm conceals one marker then that marker’s coordinates can be calculated by one pair of cameras in the binocular system; if the marker isn’t concealed then the marker coordinates can be calculated using three of the binocular system cameras. 2) The optimal coordinate values of the markers need to be determined. This information, in turn, will determine the unique gestures of the operating handle. Because the coordinates of a marker will be different in each of the binocular system cameras, the coordinates need to be transformed into the same coordinate system. The several coordinates of a marker are then averaged to determine its optimal coordinates. 3) According to the structural parameters of the operating handle and the 3D coordinates of its markers, the gesture of the operating handle can be solved. The algorithm is as follows:

First, suppose the world coordinate system and the CCD1 camera coordinate system coincide with each other in the trinocular system. The internal and external
parameters for the three groups of the trinocular system are separately obtained through calibration, including the rotation matrix $R_{r_{i}|i}$, translation vector $T_{r_{i}|i}$ and effective focal length $f_{r_{i}}$, $f_{r_{i}}$ ($i = 1, 2, 3$), when $i$ represents the group number of the binocular system.

$$R_{r_{i}|i} = \begin{pmatrix} r_1 & r_2 & r_3 \\ r_4 & r_5 & r_6 \\ r_7 & r_8 & r_9 \end{pmatrix}$$

$$T_{r_{i}|i} = (t_x \ t_y \ t_z)^T$$

$p_i(X_i, Y_i)$ and $p_r(X_r, Y_r)$ are the image coordinates of the marker $P$ in the left and right image plane. According to the relation of perspective projection for the marker and its corresponding points in the left and right image plane, the 3D coordinates $P(x, y, z)$ in the CCD1 camera coordinate system are:

$$
\begin{align*}
    x &= zX_i/f_{li} \\
y &= zY_i/f_{li} \\
z &= \frac{f_{li}(f_{ri}t_x - X_r t_z)}{X_r(r_7X_i + r_9Y_i + r_3f_{li}) - f_{li}(r_1X_i + r_2Y_i + r_3f_{li})} \\
    &= \frac{f_{li}(f_{ri}t_y - Y_r t_z)}{Y_r(r_7X_i + r_9Y_i + r_3f_{li}) - f_{li}(r_4X_i + r_5Y_i + r_3f_{li})}
\end{align*}
$$

(20)

Second, as shown in the trinocular system in Figure 5: the two groups of the binocular system, CCD1-CCD2 and CCD1-CCD3, are used to determine the 3D coordinates of the marker. When using the third group of the binocular system, CCD2-CCD3, the 3D coordinate value $P^3(x_3, y_3, z_3)$ of the marker needs to coordinate a conversion to the CCD1 camera coordinate system. The rotation matrix $R_{r_{i}|i}$, translation vector $T_{r_{i}|i}$ can be obtained through calibration; the equation of the coordinate conversion is:

$$
\begin{pmatrix} x_1 \\ y_1 \\ z_1 \end{pmatrix} = R_{r_{i}|i} \begin{pmatrix} x_3 \\ y_3 \\ z_3 \end{pmatrix} + T_{r_{i}|i}
$$

(21)

where $(x_1, y_1, z_1)$ is the coordinate value of the point $P^3(x_3, y_3, z_3)$ in the CCD1 camera coordinate system.

Third, the marker coordinates are converted through a coordinate conversion, but only after they have been determined by each binocular system. Then, several coordinate values of the same marker are averaged out and the optimal coordinate value is determined. The marker P coordinates in the CCD1 camera coordinate system are:

$$p^W = p^{CCD1} = \left( \frac{1}{n} \sum_{i=1}^{n} x_i, \frac{1}{n} \sum_{i=1}^{n} y_i, \frac{1}{n} \sum_{i=1}^{n} z_i \right), n = 1, 2, 3,$$

(22)

Fourth, the coordinate matrix $M = (P^W_1, P^W_2, \ldots, P^W_i, \ldots, P^W_n)$ is composed of the 3D coordinates of all the markers. Where $P^W_i = (x_i, y_i, z_i)^T$, $i = 1 \ldots n$, $n$ is the number of markers.

Finally, a coordinate system $O$-xyz is built for the operating handle, in which the position and orientation of the handle is indicated by $wF$.

$$wF = \begin{pmatrix} n_x & o_x & a_x & x_0 \\ n_y & o_y & a_y & y_0 \\ n_z & o_z & a_z & z_0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$$

(23)

Where $(n_x, n_y, n_z)^T$, $(o_x, o_y, o_z)^T$ and $(a_x, a_y, a_z)^T$ is the unit direction vector, which separately represents the orientation of three axes for the coordinate system $O$-xyz in the world coordinate system. $(x_0, y_0, z_0)^T$ is the coordinate value of the origin O in the world coordinate system.

According to the structure parameters of the handle, the coordinate value of each marker in the coordinate system $O$-xyz can be calculated, which is show as $P'_i = (x'_i, y'_i, z'_i)^T$, $i = 1 \ldots n$, $n$ is the number of markers. Then, the coordinate matrix $M' = (P'_1, P'_2, \ldots, P'_i, \ldots, P'_n)$ is composed of 3D coordinates of all the markers in the coordinate system $O$-xyz, therefore,

$$M = wF \cdot M'$$

(24)

Substituting $M$ and $M'$, the gesture of the handle can be expressed by $wF$.

The attitude angle of the handle can be expressed by the Euler angles $Z$-$Y$-$X$ [20]. Therefore, the gesture of the handle $wF$ is the vector $([x, y, z], \alpha, \beta, \gamma)$, where $(x, y, z)$ represents the position of the handle and $\alpha, \beta, \gamma$ is the angle which separately represents the rotations for the handles relative to the world coordinate system’s Z-axis, Y-axis, X-axis.

6 Experimental analysis

6.1 The structure of experimental system

The hardware for the experimental system consists of the following devices. Three industrial cameras, GRAS-2054M-C with 2 million pixels and a maximum frame rate of 30 frames/s. The camera lens are Kowa LM12HC with a 12.5 mm focal length; the computer configuration is Intel Xeon X3220 2.4GHz and 2GB RAM; a precise 3D motion platform whose positioning accuracy is 0.02mm with a distance of 200mm×200mm×150mm. Also, a binocular system was used to carry out the experimental verification of the vision measurement of the handle gesture.

6.2 The camera calibration of the binocular vision system

A familiar calibration method was adopted to calibrate two of the cameras of the binocular system separately.
These calibrations yielded the camera’s Internal and external parameter [21, 22].

Left camera CCD1 internal parameter matrix:

\[
A_l = \begin{pmatrix}
2956.2067 & 0 & 627.9930 \\
0 & 2940.0975 & 515.2024 \\
0 & 0 & 1.0000
\end{pmatrix}
\]

Right camera CCD2 internal parameter matrix:

\[
A_r = \begin{pmatrix}
2939.5353 & 0 & 667.5260 \\
0 & 2922.2544 & 502.6779 \\
0 & 0 & 1.0000
\end{pmatrix}
\]

Suppose \( R_l, T_l \) or \( R_r, T_r \) separately represent the corresponding position relation between the left or right camera coordinate system and the world coordinate system. Then, the position relation between the left and right camera coordinate system can be calculated by the mathematic expression below.

\[
\begin{cases}
R_{lr} = R_lR_r^{-1} \\
T_{lr} = T_l - R_lR_r^{-1}T_r
\end{cases} \tag{25}
\]

The rotation matrix \( R_{lr} \) and translation vector \( T_{lr} \) can be obtained by the iterative optimization of 14 positions parameters for calibration target, namely,

\[
R_{lr} = \begin{bmatrix}
0.9838 & -0.0045 & -0.1799 \\
0.0092 & 1.0000 & 0.0224 \\
0.1801 & -0.0241 & 0.9837
\end{bmatrix}
, \quad T_{lr} = \begin{bmatrix}
98.7723 \\
0.8410 \\
9.1032
\end{bmatrix}
\]

6.3 Recognition and tracking of the handle

The length of the cylindrical handle used in the experiment is 200mm; the diameter is 10mm. Six columns markers are distributed evenly along the circle of the cylindrical surface atop the handle, and the angle of the two adjoining markers along the circle is 60°. Every column has two markers. Figure 6 shows part of the processing result of the identification and tracking for the handle. Figure 6(a) and (b) are the identification results of the handle after using the background difference method, while 6(c) and (d) are the tracking process of the handle after using the Kalman filter. According to the figures, the algorithm can track the motion of the handle precisely. The result shows that the algorithm introduced in this paper can adapt well to changing ambient light.

6.4 Gesture measurement of the handle

Precise 3D motion platform is used for driving the handle move within the workspace of the handle in the experiment. The handle is fixed on the motion platform according to the setting attitude angle, and then the parameters of reality gesture for the handle can be obtained, and the reality parameters of handle gesture are used as theoretical value. As shown in Table 1. Meanwhile, the handle gesture is measured by binocular system. Compare the parameters measured with the theoretical parameters, visual measure precision can be analyzed. Table 1 provide part of the experiment result, from the data in the table, the algorithm can measure the handle gesture precisely.

6.5 Error analysis

The mean absolute error is introduced to represent the measurement precision of algorithm, and carry out quantitative analysis of the error. The mean absolute error of position measurement can be defined as:

\[
E_l = \frac{1}{N} \sum_{i=1}^{N} \sqrt{(x'_i - x_i)^2 + (y'_i - y_i)^2 + (z'_i - z_i)^2}
\tag{26}
\]

The mean absolute error of attitude angle can be defined as:

\[
E_{\theta} = \frac{1}{N} \sum_{i=1}^{N} |\theta'_i - \theta_i|
\tag{27}
\]

where \((x, y, z)\) is the reality 3D coordinate, while \((x', y', z')\) is the measured 3D coordinate. \(\theta' = (\alpha', \beta', \gamma')\) is the measured attitude angle, while \(\theta = (\alpha, \beta, \gamma)\) is the reality attitude angle. \(N\) is the number of sample, \(N = 20\). Through counting the data in the table1, the absolute error of the position measurement can be obtained: \(E_l = 0.31\)mm; and the absolute error of the angle measurement: \(E_{\alpha} = 0.67^\circ, E_{\beta} = 0.56^\circ, E_{\gamma} = 0.65^\circ\). So the measurement error can be influenced by the factors as lens marginal distortion, the measuring distance, the size of markers, the motion speed of handle, and these problems need to further resolve in the next research.
7 Conclusions

In order to solve the problem of the handle concealed, the moving handle can be recognized and tracked by three groups of binocular system in this paper. By the background difference method, the moving handle can be found out in image. For introducing the renew strategy, the influence of the change of the light to the detecting result is decreased. Then, through Kalman filter, the position, speed and acceleration of the handle can be forecasted, which narrow the hunting zone of target effectively and improve the detecting speed. For the stereo matching of markers, the methods of feature matching and regional gray matching are combined. By introducing the uniqueness and sequential consistency restriction, the pseudo matching can be rejected. At last, the spatial gesture of handle can be obtained by the three dimensional coordinates of marker points.

The experiment prove that the method presented in the paper can identify in real time and track the handle, measure its spatial gesture, and the measurement precision is 0.31mm, while the measurement precision of attitude angle is 0.67°. However, the measurement precision of the system and the robustness of the algorithm require to be improved, besides, how to introduce force feedback into the main operation handle need to do further study.
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