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Abstract: The k-prototypes algorithms are well known for their efficiency to cluster mixed numeric and categorical data. In k-
prototypes type algorithms the initial cluster centers areoften determined in a random manner. It is acknowledged thatthe initial
placement of cluster centers has a direct impact on the performance of the k-prototypes algorithms. However, most of theexisting
initialization approaches are designed for the k-means or k-modes algorithms, which can only deal with either pure numeric or
categorical data, but not the mixture of both. In this paper,we propose a novel cluster center initialization method forthe k-prototypes
algorithms to address this issue. In the proposed method, the centrality of data objects is introduced based on the concept of neighbor-
set, and then both the centrality and distance are exploitedtogether to determine initial cluster centers. The performance of the proposed
method is demonstrated by a series of experiments in comparison with that of traditional random initialization method.

Keywords: clustering, data mining, mixed numeric and categorical data, cluster center initialization

1 Introduction

Clustering analysis, an important task in data mining [1,
2], has been applied in a broad range of fields including
information retrieval [3], privacy preserving [4], image
analysis [5], text analysis [6], and bioinformatics [7].
Clustering is a process of classifying a set of data objects
into clusters such that similar data objects are in the same
cluster and dissimilar ones are in different clusters [2,8,9,
10]. Clustering methods in the literature generally fall
into two categories: hierarchical and partitional.
Hierarchical clustering algorithms organize a collection
of data objects into a dendrogram of the nested partitions
by utilizing a divisive or agglomerative strategy. Whilst
partitional clustering algorithms divide a set of data
objects into the given number of clusters by optimizing an
objective cost function.

The k-means and k-modes algorithms are efficient
partitional clustering algorithms for numeric and
categorical data, respectively. To deal with the data

objects with both numeric and categorical attributes,
Huang integrated the k-means with k-modes to propose
the k-prototypes algorithm [11]. Up till now, several
extensions of the k-prototypes algorithm have been
proposed, such as the methods introduced by Ahmad &
Dey [12], and Ji et al. [13,14]. These partitional
clustering algorithms generally start with a set of initial
cluster centers and frequently end up with different
clustering outcomes for different groups of initial cluster
centers [15]. Therefore, how to determine the initial
cluster centers is an important issue for partitional
clustering algorithms, because it directly influences the
formation of final clusters [16,17]. In the light of the type
of data to be processed, cluster center initialization
approaches are mainly classified into three categories:
numeric data, categorical data, and mixed data
initialization approaches.

A great deal of effort has been made to initialize the
cluster centers for k-means algorithm [18]. The method
developed by Forgy [19] initializes the cluster centers by
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the following procedure: data objects in a dataset are first
assigned to one of thek clusters randomly, and then the
centroids of these initial clusters are taken as the initial
cluster centers [1,19]. Another method proposed by
Jancey [20] is to allocate each cluster center a synthetic
data object generated randomly within the given data
space [1,20]. MacQueen [18] presented two different
approaches: the first method, which is sensitive to the
order of data objects [1], takes the firstk data objects in
the dataset as initial cluster centers; the second one
randomly picks upk data objects in the dataset as initial
cluster centers. The second method is based on the
hypothesis that random selection may pick up good
candidates as cluster centers, and this method has become
the standard approach for determining the placement of
initial cluster centers in the k-means algorithm [21],
although outliers may be selected as centers when using
this method [1]. Ball and Hall’s method (BH) first takes
the center of the entire dataset as the first cluster center,
and then picks up the data object which is at leastT units
away from the existing cluster centers as the next cluster
center. This process does not terminate until the expected
k cluster centers are obtained. Unlike the BH method, the
Simple Cluster Seeking (SCS) method [22] picks up the
first data object in the dataset as the first cluster center.
Maxmin method [23,24] randomly selects a data object as
the first cluster center, then the data object with the
greatest minimum-distance to the existing cluster centers
is taken as the next cluster center. This process repeats
until k cluster centers are achieved [1]. Al-Daoud
introduced two approaches: Al-Daoud’s method 1 (AD1)
[25] and Al-Daoud’s method 2 (AD2) [26]. AD1 first
uniformly divides the data space into a given number of
disjoint hyper-cubes, then randomly picks up a fixed
number of data objects from each hyper-cube [1] to form
the expected cluster centers. In AD2 the data objects are
first ranked on the attribute with the maximum variance,
and then these data objects are allocated intok groups
along the same attribute, and finally the data objects
corresponding to each median are employed to determine
the initial cluster centers [1,26]. The k-means++
approach [27] combines MacQueen’s second method with
the Maximin method to initialize the cluster centers. The
cluster center initialization algorithm (CCIA) [28] first
selectsk’ > k centers from the centroids calculated by
implementing the k-means algorithm [18] on each
attribute, and then merges similar centers to formk initial
cluster centers. The Redmond and Heneghan’s method
(RH) [29] adopts the concept of kd-tree to evaluate the
density, and then utilizes a modified Maximin method to
initialize the cluster centers. Caoet al. presented an
initialization approach on the basis of
neighborhood-based rough set model [30]. Yi et al.
selected the data objects which belong to high density
area as initial cluster centers [31]. Kumar, Chhabra, and
Kumar introduced an initialization approach by adopting
the biogeography-based optimization [32].

Up till now there exist several approaches to
performing the cluster center initialization for the
k-modes algorithm. Huang introduced two approaches
[8]: the first approach takes the firstk distinct data objects
as the initial cluster centers; the second one first assigns
the most frequent categories to the initialk modes
equally, and then the most similar data objects to these
modes are picked up as the initial cluster centers [8]. Sun
et al. suggested an initialization approach which adopted
an iterative initial-point refinement procedure devised by
Bradley and Fayyad [21] to improve the accuracy and
reproducibility of the clustering results [33,34,35]. Khan
and Ahmad [36] integrated Hamming distance with
density-based multi-scale data condensation technique
[37] to determine the initial cluster centers. Two
farthest-point heuristics were introduced to initialize
cluster centers [38]. The first heuristic takes an arbitrary
data object as the first cluster center, and then picks up the
data object which has the farthest distance to the nearest
cluster centers as the next cluster center. This process
does not terminate until the expectedk cluster centers are
acquired. Unlike the first one, the second heuristic adopts
a scoring function to assess the data objects in a dataset,
and then takes the data object with the highest score as
the first cluster center. Wuet al. applied the concept of
density to initialize cluster centers [17]. However, the
determination of sub-samples in this method introduces
the randomness, which may incur unstable and
non-repeatable clustering outcomes [33,34]. Cao et al.
[16] integrated the distance between data objects with the
density of the data objects to initialize cluster centers. In
the approach proposed by Caoet al. [16], a boundary
point might be chosen as the initial cluster center [33]. To
overcome this deficiency, Baiet al. presented an approach
on the basis of the cluster exemplar [34]. Khan and Kant
proposed an initialization approach by utilizing the
concept of evidence accumulation [33,39]. In this method
the k-modes algorithm [8] with random initialization was
first run N times to get a mode-pool, and then the most
diverse set of modes were selected from the available
mode-pool as initial cluster centers. Moreover, Khan and
Ahmad [33] proposed another method to determine initial
cluster centers by adopting multiple attribute clustering.

From the above one can see that the cluster center
initialization of both the k-means and k-modes algorithms
has been well studied. However, it is acknowledged that
data objects with both numeric and categorical attributes
are ubiquitous in real-world applications. The
concurrence of numeric and categorical attributes makes
the initialization methods devised for the k-means or
k-modes algorithms unsuitable for the k-prototypes
algorithms. To the best of our knowledge, the initial
cluster centers are determined in a random manner in the
k-prototypes type algorithms. This initialization approach
may lead to unstable and non-reproducible clustering
outcomes. Thus, it is necessary to develop a more
effective initialization method specifically for
k-prototypes type algorithms.
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In this paper, we propose a novel cluster center
initialization method for k-prototypes algorithms. In our
method, the centrality of data object is measured on the
basis of the neighbor-set model, and then the initial
cluster centers are determined by integrating the centrality
of a data object with the distance between data objects.
The proposed initialization method is used along with the
k-prototypes algorithm proposed by Huang [11], one of
the most well-known k-prototypes clustering algorithms.
The time and space complexity of our proposed approach
is analyzed, and the comparison with traditional methods
demonstrates the effectiveness of our approach.

The rest of this paper is organized as follows: we first
review the k-prototypes algorithm proposed by Huang in
Section 2. This is followed by the presentation of our
initialization method in Section 3. In Section 4, we report
the experimental results, which demonstrate the
advantages of the proposed method. Finally, we draw
conclusions and explore future work in Section 5.

2 The k-prototypes algorithm

In this section, we first introduce the notations used for
representing mixed data: letX = {x1,x2, · · · ,xn} denote a
dataset consisting ofn data objects andxi(1≤ i ≤ n) be a
data object characterized bym attributesA1,A2, · · · ,Am.
Each attributeA j has a domain of values denoted by
Dom(A j). The domain of attribute related to mixed data
has two types: numeric and categorical. The numeric
domain is a set of real numbers, whereas the categorical
domain is usually represented by
Dom(A j) = {a1

j ,a
2
j , · · · ,a

t
j}, where t is the number of

categorical values for the categorical attributeA j. A data
objectxi is generally represented as am-dimension vector
[xr

i1,x
r
i2, · · · ,x

r
ip,x

c
ip+1,x

c
ip+2, · · · ,x

c
im], where the first p

items with the superscriptr are numeric values and the
rest(m− p) are categorical ones.

The k-prototypes algorithm was first developed by
Huang in [11]. The aim of the k-prototypes algorithm is
to divide the datasetX into k clusters by minimizing the
following cost function:

E(U,Q) =
k

∑
l=1

n

∑
i=1

uildis(xi,Ql). (1)

HereQl is the center or prototype of the clusterl; uil(0≤
uil ≤ 1) is an element of the partition matrixUn×k; and
dis(xi,Ql) is the distance measure given by:

dis(xi,Ql) =
p

∑
j=1

(xr
i j − qr

l j)+
m

∑
j=p+1

µlα(xc
i j ,q

c
l j). (2)

In Equation (2), α(xc
i j,q

c
l j) is defined as follows:

α(xc
i j ,q

c
l j) =

{

0 if xc
i j = qc

l j,

1 if xc
i j 6= qc

l j,
(3)

andµl is a weight for categorical attributes in a clusterl.
In Equation (2), qr

l j is the mean of thejth numeric attribute
in a clusterl, andqc

l j is the mode of thejth categorical
attribute in a clusterl. The process of Huang’s k-prototypes
algorithm is given as follows:
Step 1. Randomly pick upk data objects from the dataset
X as the initial prototypes of clusters.
Step 2. For each data object inX, assign it to the cluster
whose prototype is nearest to this data object in terms of
Equation (2). After each assignment, update the prototype
of relevant clusters.
Step 3. Re-evaluate the dissimilarity between data objects
and the current prototypes after all data objects have been
assigned to clusters. If a data object is found that its nearest
prototype belongs to another cluster rather than the current
one, reassign this data object to that cluster and update the
prototypes of both clusters.
Step 4. After a full circle test ofX, if no data objects have
changed clusters, terminate the algorithm; otherwise return
to Step 3.

3 Our proposed algorithm

In this section, we propose a new cluster center
initialization method based on centrality and distance
(CCICD), for k-prototypes types algorithms. It is well
known that the initial cluster centers should be separated
since clusters are separated in the attribute space.
Moreover, the location of a cluster center should be in the
central region of the cluster rather than the periphery of
cluster.

According to this idea, we first introduce the concept
of neighbor-set, which is the set of neighbors, to measure
the centrality of data object, and then integrate the
centrality measure with distance to evaluate the
possibility of a data object to be an initial cluster center.

Definition 1. Let X = {x1,x2, · · · ,xn} be the dataset
with m mixed numeric and categorical attributes, for any
data objectxi ∈ X the neighbor-set ofxi, denoted by
NborS(xi), is given by:

NborS(xi) = {xt | dis(xi,xt)≤ σ , for xt ∈ X} (4)

where σ > 0 is the neighbor threshold which is set in
advance; the higher the value ofσ is, the more data
objects the neighbor-setNborS(xi) includes;dis(·) is the
distance measure designed for mixed data. To make the
contribution of the numeric attributes and categorical
attributes on the same scale, the distance measuredis(·)
in our initialization method CCICD is given as follow:

dis(xi,x j) =
p

∑
l=1

(

xr
il − xr

jl

λl

)2

+
m

∑
l=p+1

α(xc
il ,x

c
jl) (5)

where λl = maxl − minl is the normalization factor for
numeric attributel; maxl and minl is the maximum and
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minimum value for attribute l in the dataset X,
respectively. According to Equation (5), the distance
dis(·) between any two data objects falls into the range
from 0 tom, i.e., 0≤ dis ≤ m, and the neighbor threshold
therefore is between 0 andm as well, i.e., 0< σ ≤ m.

Definition 2. Let X = {x1,x2, · · · ,xn} be the dataset
with m mixed numeric and categorical attributes, and
NborS(xi) be the neighbor-set of data objectxi. For any
data objectxi ∈ X , the centrality of data objectxi is
defined as follows:

Cen(xi) =
| NborS(xi) |

| NborSMax |
(6)

where | · | is the cardinality of a set, andNborSMax =
maxxi∈X (NborS(xi)) is the neighbor-set which has the most
elements.Cen(xi) is used to measure the centrality of the
data object in a cluster. The larger the value ofCen(xi)
is, the more central this data object situates in the cluster.
Based on the concept of centrality, the probability of a data
object to be the first cluster center is given by the following
definition:

Definition 3. Let X = {x1,x2, · · · ,xn} be the dataset
with m mixed numeric and categorical attributes. For any
data objectxi ∈ X , the probability of data objectxi in the
datasetX to be the first cluster center is given as:

Pro1(xi) =Cen(xi) (7)

Assume there arek cluster centers, and we pick up the
data object with the highest centrality as the first cluster
center according to Equation (7). However, if the
centrality is only considered the data objects in the same
cluster might be picked up as initial cluster centers; if the
distance is the only factor considered, outliers might be
chosen as initial cluster centers. To overcome these
issues, we combine the centrality with distance to access
the probability of data objects to be the rest of cluster
centers as follows.

Definition 4. Let X = {x1,x2, · · · ,xn} be the dataset
with m mixed numeric and categorical attributes, and
Ql = {q1,q2, · · · ,ql} be the set of acquired cluster
centers, where 1≤ l < k. The probability of data objects
in the datasetX to be thel +1th cluster center is given by:

Prol+1(xi) = min
qt∈Ql

dis(xi,qt)×Cen(xi) (8)

Having introduced the aforementioned four
definitions in the context of mixed numeric and
categorical data, the process of initializing cluster centers
is described as follows:
Input: A mixed datasetX, the desired number of clusters
k, neighbor thresholdσ .
Output: Cluster centersQ.
Step 1. For each data objectx in the datasetX, calculate its
probability Pro1(x) according to Equation7. Then pick
up the data objectx with the highest probability value as
the first cluster centerq1. ThusQs = q1, sets = 1.

Step 2. If s < k, go to Step 3; otherwise output initial
cluster centersQs, and algorithm terminates.
Step 3. For each data objectx in X, evaluate its probability
Pros+1(x) according to Equation (8). Then select the data
objectx with the highest probability value as thes+ 1th
cluster centerqs+1. ThenQs+1 = Qs

⋃

qs+1, sets = s+1,
and go toStep 2.

The time complexity of the proposed method mainly
consists of two parts: the computation of the centrality for
each data object inX, and the probability of data object to
be the initial cluster center. The computational cost of
these two parts are O(n(n−1)m), and
O(n+ nmk(k−1)), respectively. Heren is the number of
data objects in the datasetX; m is the number of
attributes; andk is the number of clusters. Therefore, the
overall time complexity is
O(n(n−1)m+ n+ nmk(k−1)). For space complexity, it
requiresO(mn) to store the datasetX, O(n) to store the
centrality matrix of data objects, andO(km) to store
cluster centers. Thus, the overall space complexity of our
initialization method is O(mn+ n+ km). The time
complexity, and space complexity for random
initialization areO(k), andO(nm+ km), respectively. For
Forgys method [19], the time complexity and space
complexity are O(n + nkm), and O(nm + mT + km),
respectively. Here,T is the maximum number of different
categorical values in all categorical attributes. The time
complexity and space complexity for Maxmin method are
O(nmk(k−1)) andO(nm+ n+ km), respectively.

4 Experimental results

In this section, to evaluate the performance of our
proposed initialization method CCICD (Cluster Center
Initialization based on Centrality and Distance), we
utilize CCICD along with the k-prototypes algorithm [11]
to cluster three real-world mixed datasets: Zoo, Heart
Disease and Credit Approval, which are derived from
UCI Machine Learning Repository
(http://archive.ics.uci.edu/ml/datasets.html). In this
research, we adopt two commonly used measures, i.e., the
clustering accuracy (AC) [40] and the Rand Index (RI)
[41], to assess the quality of clustering results. The
clustering accuracy (AC) is given by

AC =
∑k

i=1 ai

n
, (9)

whereai is the number of data objects appearing both in
theith cluster and its corresponding true class, andn is the
number of data objects in the dataset. Given a datasetX =
{x1,x2, · · · ,xn} as well as two partitions of this dataset:

Y = {y1,y2, · · · ,yt1} andY ′ =
{

y
′

1,y
′

2, · · · ,y
′

t1

}

, the Rand

Index (RI) [41] is given by

RI =
∑n

i=1, j=2;i< j ηi j
(

n
2

) (10)
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where

ηi j =











































1 if there existt andt ′ such that
bothxi andx j are in bothyt

andy
′

t′ ,
1 if there existt andt ′ such that

xi in bothyt andy
′

t′ while x j is
in neitheryt or y

′

t′ ,
0 otherwise.

(11)

The RI is calculated by using the true clustering and
the clustering obtained from a clustering algorithm.
According to these measures, the higher values ofAC and
RI indicate a better clustering result. In the performance
analysis, we compare the clustering results of the
k-prototypes algorithm based on different initialization
methods, including the traditional random initialization
method, the Forgy method, Maxmin method, and our
proposed method CCICD. To make the contribution of
the numeric attributes and categorical attributes on the
same scale, Equation (5) is adopted in k-prototypes
algorithm to evaluate the dissimilarity measure between
data objects and cluster centers.

In all experiments, the k-prototypes algorithm based
on different initialization methods, i.e., our proposed
method, the traditional random initialization method, the
Forgy method, and the Maxmin method, is run 20 trials.
All algorithms are implemented in Java language and
executed on an Intel(R) Core(TM) i7, 3.4GHz, 8GB
RAM computer. For each dataset, the parameterk of the
k-prototypes algorithm is determined according to the
class information, which is not utilized in clustering
process. To assess the impact of neighbor thresholdσ on
our proposed initialization approach CCICD, the AC and
RI of k-prototypes algorithm based on CCICD with
different neighbor thresholdσ is compared. Specifically,
we perform our approach CCICD with the neighbor
thresholdσ varied from 1 tom in increment of 1 since the
distance between any two data objects falls into the range
from 1 to m. For assessing the performance of
initialization methods, the average (Avg.), and the
standard deviation (Std.) of performance measures (i.e.,
AC, and RI) is calculated. A higher value of the average
value as well as a lower standard deviation of the
performance measures means a better quality of the
initialization method.

Zoo dataset contains 101 data objects, each of which
has one numeric attribute and 16 categorical attributes.
According to the class attribute, the data objects belong to
one of the seven classes. Fig. 1 illustrates the impact of
neighbor thresholdσ on the clustering accuracy (AC) and
the Rand Index (RI) of the k-prototypes algorithm using
our proposed initialization approach CCICD when
clustering the Zoo dataset. From this figure, we can see
that the neighbor thresholdσ has an important impact on
AC and RI, and the maximum is achieved whenσ is
taken the value from 12 to 16 for AC and from 11 to 16
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Fig. 1: The impact of neighbor thresholdσ on the clustering
results of the k-prototypes algorithm with the initialization
method CCICD for Zoo dataset

Table 1: The AC of initialization methods on Zoo dataset

Initialization algorithms
AC

Ave. Std.
Random 0.8490 0.0444
Forgy 0.8748 0.0217
Maxmin 0.8906 0.0149
CCICD (σ = 12) 0.9208 0.0000

Table 2: The RI of initialization methods on Zoo dataset

Initialization algorithms
AC

Ave. Std.
Random 0.8890 0.0458
Forgy 0.9318 0.0256
Maxmin 0.9355 0.0286
CCICD (σ = 12) 0.9770 0.0000

for RI. Table 1 lists the comparison of clustering results
of the random initialization method, the Forgy method,
the Maxmin method, and our proposed method CCICD
(σ = 12) on Zoo dataset according to AC. Table 2
summarizes the comparison of clustering results of the
random initialization method, the Forgy method, the
Maxmin method, and our proposed method CCICD
(σ = 12) on Zoo dataset according to RI. From these
tables, we can see that the proposed CCICD achieved a
bigger average value and lower standard deviation of AC
and RI than the other three methods. Therefore, our
proposed method outperforms the other three
initialization methods on Zoo dataset according to both
AC and RI.

Heart Disease dataset consists of 303 patient
instances, each of which has six numeric attributes and
nine categorical attributes. The last two attributes are
class attributes. When we take the 15th attribute as its
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Fig. 2: The impact of neighbor thresholdσ on the clustering
results of the k-prototypes algorithm with the initialization
method CCICD for Heart Disease dataset (first case)

class attribute, the data objects belong to one of the five
classes (s1, s2, s3, s4, and H), and the dataset are
characterized by 14 attributes; whereas when we take the
14th attribute as its class attribute, the data objects belong
to one of the two classes (buff, sick), and the dataset are
characterized by 13 attributes. For the first case, Fig. 2
displays the impact of neighbor thresholdσ on the
clustering accuracy (AC) and Rand Index (RI) of the
k-prototypes algorithm adopting our proposed
initialization approach CCICD. From Fig. 2, we can see
that the neighbor thresholdσ has a significant impact on
AC and RI, and the maximum performance are achieved
when the neighbor thresholdσ equals to 1 for AC and 4
for RI, respectively. Table 3 summarizes the comparison
of clustering results of the random initialization method,
the Forgy method, the Maxmin method, and our proposed
method CCICD(σ = 1) on Heart Disease dataset (first
case) according to AC. Table 4 lists the comparison of
clustering results of the random initialization method, the
Forgy method, the Maxmin method, and our proposed
method CCICD(σ = 4) on Heart Disease dataset (first
case) according to RI. From Tables 3 and 4, we can see
that the proposed CCICD achieved a bigger average value
and lower standard deviation of AC and RI than the other
three methods. Therefore, our proposed method
outperforms the other three initialization methods on
Heart Disease dataset (first case) according to AC and RI,
respectively.

For the second case where data objects in Heart
Disease dataset are described by 13 attributes, we take the
14th attribute of data object as its class attribute. Fig. 3
illustrates the impact of neighbor thresholdσ on the
clustering accuracy (AC) and Rand Index (RI) of the
k-prototypes algorithm using our proposed initialization
approach CCICD. From this figure, we can see that the
neighbor thresholdσ has no obvious impact on AC and

Table 3: The AC of initialization methods on Heart
Disease dataset (first case)

Initialization algorithms
AC

Ave. Std.
Random 0.6520 0.0130
Forgy 0.6488 0.0141
Maxmin 0.6493 0.0097
CCICD (σ = 1) 0.6733 0.0000

Table 4: The RI of initialization methods on Heart Disease
dataset (first case)

Initialization algorithms
AC

Ave. Std.
Random 0.6596 0.0182
Forgy 0.6417 0.0175
Maxmin 0.6566 0.0145
CCICD (σ = 4) 0.6822 0.0000

RI for this case. Table 5 lists the comparison of clustering
results of the random initialization method, the Forgy
method, the Maxmin method, and our proposed method
CCICD (σ = 1) on Heart Disease dataset (second case)
according to AC. Table 6 summarizes the comparison of
clustering results of the random initialization method, the
Forgy method, the Maxmin method, and our proposed
method CCICD(σ = 1) on Heart Disease dataset (second
case) according to RI. From Tables 5 and 6, we can see
that all four initialization methods obtained similar value
of AC and RI.

Credit approval dataset contains 690 customer
instances from credit card organizations, each of which is
described by ten categorical attributes and six numeric
attributes. According to the class attribute, the data
objects belong to one of the two classes: negative and
positive. Fig. 4 shows the impact of neighbor thresholdσ
on the clustering accuracy (AC) and Rand Index (RI) of
the k-prototypes algorithm using our proposed
initialization approach CCICD for the Credit dataset.
From Fig. 4, we can see that the neighbor thresholdσ has
a significant impact on the AC and RI, and the maximum
of them is achieved when the neighbor thresholdσ equals
to 1. Table 7 summarizes the comparison of clustering
results of the random initialization method, the Forgy
method, the Maxmin method, and our proposed method
CCICD (σ = 1) on Credit dataset according to AC. Table
8 lists the comparison of clustering results of the random
initialization method, the Forgy method, the Maxmin
method, and our proposed method CCICD(σ = 1) on
Credit dataset according to RI. From Tables 7 and 8, we
can see that the proposed CCICD achieved a bigger
average value and lower standard deviation of AC and RI
than the other three methods. Therefore, our proposed
method outperforms the other three initialization methods
on Credit dataset according to AC and RI, respectively.
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Fig. 3: The impact of neighbor thresholdσ on the clustering
results of the k-prototypes algorithm with the initialization
method CCICD for Heart Disease dataset (second case)

Table 5: The AC of initialization methods on Heart
Disease dataset (second case)

Initialization algorithms
AC

Ave. Std.
Random 0.8086 0.0000
Forgy 0.8086 0.0000
Maxmin 0.8086 0.0000
CCICD (σ = 1) 0.8086 0.0000

Table 6: The RI of initialization methods on Heart Disease
dataset (second case)

Initialization algorithms
AC

Ave. Std.
Random 0.6894 0.0000
Forgy 0.6894 0.0000
Maxmin 0.6894 0.0000
CCICD (σ = 1) 0.6894 0.0000

Table 7: The AC of initialization methods on Credit
dataset

Initialization algorithms
AC

Ave. Std.
Random 0.7424 0.0511
Forgy 0.8000 0.0000
Maxmin 0.7672 0.0445
CCICD (σ = 1) 0.8000 0.0000

Table 8: The RI of initialization methods on Credit dataset

Initialization algorithms
AC

Ave. Std.
Random 0.6219 0.0489
Forgy 0.6795 0.0000
Maxmin 0.6461 0.0429
CCICD (σ = 1) 0.6795 0.0000
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Fig. 4: The impact of neighbor thresholdσ on the clustering
results of the k-prototypes algorithm with the initialization
method CCICD for Credit dataset

Table 9: The average running time of the four algorithms
on different datasets

Datasets
Average running time (millisecond)

Random Forgy Maxmin CCICD
Zoo 0.05 0.4 4.3 4.5
Heart Disease1 0.05 1.15 8.7 77.15
Heart Disease2 0.05 1.05 2.5 73.65
Credit 0.05 2.95 4.5 443.7

In general, from Figs. 1-4 we can see that the
neighbor thresholdσ has a significant impact on the
result of the CCICD which in turn affects the clustering
results of the k-prototypes algorithm. For each dataset
(including the same dataset with different case), there
exists a suitable value of neighbor threshold for CCICD.
Due to the space limitation, we will explore the issue of
determination of suitable neighbor threshold in our future
work. From Tables 1-8, we can see that the clustering
accuracy (AC) and Rand Index (RI) of the k-prototypes
algorithm is higher and more stable across different runs
when adopting our proposed approach with suitable
neighbor thresholdσ than that of the same algorithm
when using the other three initialization methods in most
cases. The reason is that the initial cluster centers selected
by the proposed CCICD method are at or close to the real
cluster centers for each run. Moreover, Table 9 lists the
average runtime of all four initialization methods on
different datasets. From this table, we can see that the
CCICD needs more time than the other three methods.
This is consistent with the analysis of the time complexity
in Section 3.
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5 Conclusions and Future work

In many real-world applications, data objects are often
described by both numeric and categorical attributes.
Regarding this the k-prototypes algorithms have been
developed to perform the clustering tasks on such mixed
data, and these algorithms have been proven to be
efficient. However, the initialization of cluster centers is
an important procedure in the k-prototypes type
algorithms and it may have a big impact on the
performance of a clustering algorithm: a good
initialization method may significantly improve the
clustering result. Currently, the research on the
initialization of cluster centers for clustering algorithms
mostly focuses on the k-means or k-modes algorithms,
which can only deal with numeric or categorical data.

In this paper, we proposed a novel initialization
approach CCICD to address this issue for the
k-prototypes algorithms, and to start with we use Huangs
k-prototypes algorithm with the proposed CCICD. In our
method, we introduce the concept of neighbor-set to
assess the centrality of data object in a cluster, and then
integrate the centrality of data object with the distance
between data objects to evaluate the probability of a data
object to be a cluster center. We adopt the k-prototypes
algorithm based on our proposed initialization approach
CCICD to test the impact of neighbor thresholdσ on
CCICD, and the performance of CCICD on three
real-world datasets. The experimental results demonstrate
that the neighbor thresholdσ has a significant impact on
the performance of the proposed CCICD, and when used
along with Huang’s k-prototypes algorithm the CCICD
with a suitable neighbor thresholdσ outperforms the
other three initialization methods according to the
clustering accuracy (AC), and the Rand Index (RI) in
most cases. Due to space limitation of the paper, at the
moment we use Huang’s k-prototypes algorithm to test
our approach. However, we point out that by utilizing the
corresponding distance measure, our CCICD can also be
adapted to other k-prototypes type algorithms.

For the near future, we will explore the issue of
determining suitable neighbor threshold for the proposed
initialization method CCICD, and investigate the
acceleration issue of evaluating the centrality of data
objects.
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