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Abstract: Recommender systems collect various kinds of data to createtheir recommendations. Collaborative filtering is a common
technique in this area. This technique gathers and analyzesinformation on users preferences, and then estimates what users will like
based on their similarity to other users. However, most of current collaborative filtering approaches have faced two problems: sparsity
and scalability. This paper proposes a novel method by applying non-negative matrix factorization, which alleviates these problems
via matrix factorization and similarity. Non-negative matrix factorization attempts to find two non-negative matrices whose product
can well approximate the original matrix. It also imposes non-negative constraints on the latent factors. The proposedmethod presents
novel update rules to learn the latent factors for predicting unknown rating. Unlike most of collaborative filtering methods, the proposed
method can predict all the unknown ratings. It is easily implemented and its computational complexity is very low. Empirical studies
on MovieLens and Book-Crossing datasets display that the proposed method is more tolerant against the problems of sparsity and
scalability, and obtains good results.
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1 Introduction

Collaborative Filtering (CF) is a natural choice for
designing Recommender Systems (RSs) since it provides
recommendations by centrally analyzing the user-item
rating matrix alone [1]. CF can generate user specific
recommendations based on historical user preferences.
Inside a CF, the user interests on involved items (e.g.,
films, books, purchase records, etc.) are quantized into a
user-item rating matrix, where high ratings denote strong
preferences. So the problem of CF can be considered as
the problem of missing data estimation, in which the main
task is to predict the unknown user-item pairs based on
known entries with minimum accumulative error [2]. CF
supposes that users sharing the same ratings on past items
likely to agree on new items. Research on CF can be
grouped into two categories: memory-based and
model-based [3,4].

Memory-based methods compute similarities between
users or between items and apply them to recognize the
top most similar neighbors. Then the unknown rating is
predicted by combining the known rating of the
neighbors. However, there exist three essential challenges
for memory-based approaches. The first one is sparsity.

These methods rely on exact matches of two user-item
vectors, which cause the methods to sacrifice RS coverage
and accuracy. More specifically, since the correlation
coefficient is only defined between users who have rated
at least two items in common, or the items which have
been unrated, then many pairs of users-items will have no
correlation at all. As a consequence, memory-based RSs
cannot precisely determine the neighborhood and
recognize the items to recommend, which will surely lead
to poor recommendations. The second one is scalability.
In reality, both the number of users and items can be quite
large. This may slow down the recommendation process
significantly since memory-based methods will need too
much computation in this case [5]. The third one is cold
start. When the rating matrix is sparse, two users or items
are unlikely to have common ratings, and consequently,
memory-based methods will predict ratings using a very
limited number of neighbors. Moreover, similarity
weights may be computed using only a small number of
ratings, resulting in biased recommendations. This is
aggravated by the fact that users or items newly added to
the RS may have no ratings at all, this problem termed as
cold start. Cold start can be assumed as a sub problem of
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coverage because it evaluates the system coverage over a
particular set of users and items [6].

Different from memory-based methods, model-based
methods require establishing a model using training
instances that can estimate the unknown ratings of a user.
For example, decision tree, aspect models [7], clustering
models [8], latent factor models [9], Bayesian network
[10] and dimension reduction approaches [11] are
model-based methods. However, creating a model and
keeping it up to date are often time-consuming since there
are usually many free parameters to tune [12].

The Matrix Factorization (MF) based methods have
become popular for CF, due to the high accuracy and
scalability. A low-rank MF method begins with the
assumption that there exist a small number of latent
factors (features) that can explain the rating behavior of
users. Users and items are displayed as feature vectors in
this latent space, where similarity between a user-item
pair represents the tendency of the user to rate that item.
While exact interpretability is never easy with latent
feature models, when the items are movies, one can
imagine that latent factors implicitly capture features such
as personal information for users (e.g., age, gender and
occupation) or information about the movies (e.g., genre,
actors and directors) [13]. In a typical MF method to CF,
a user and an item are displayed as unknown feature
vectors whose dimensions are considered as latent
features. These feature vectors are learnt so that inner
products estimate the known ratings with respect to some
cost function. Once the features are learnt, they prepare
estimation for unknown ratings which may then be used
for producing recommendations. Various methods differ
in the approximation measures or the cost function they
employ, and variants may be derived by adding different
types of regularization to avoid overfitting [13].

Much of the prior work in these contexts has explored
unconstrained SVD-like factorizations, while this paper
focuses on the use of Non-negative Matrix Factorizations
(NMF) [14]. NMF imposes non-negative constraints on
the latent features. The non-negative constraints lead to a
parts-based representation because they let only additive,
not subtractive, combinations [15]. NMF with generalized
KL-divergence cost function is equivalent to Probabilistic
Latent Semantic Analysis which has previously been used
for CF tasks [16,17]. This paper proposes a novel NMF
method to learn the latent factors of users and items and
estimate the unknown ratings using these latent features.
Because this method is very easy to implement and use,
we have found it very useful in RSs [18].

The rest of this paper is organized as follows. Section
2 explains RSs methods. The proposed NMF-based
method is described in Section 3. Section 4 reports
computational experiments. It also includes a brief
discussion of the results obtained and finally we conclude
the paper in the last section.

2 Background and related work

Recommender systems are software tools that collect
various kinds of data in order to create their
recommendations. Data is primarily about the items to
propose and the users who will receive these
recommendations. The recommendation problem truly
arises as an independent field of research in the mid
1990s. It has deeper roots in several other areas like
information retrieval and cognitive science. Methods for
this problem are normally grouped in two categories:
content-based and collaborative filtering methods [6].

The core of content-based (cognitive) methods is to
recognize the common attributes of items that have
received a favorable rating from a user, and recommend to
user new items that share these attributes. In
content-based RSs, rich information explaining the nature
of each item is assumed to be achievable in the form of a
feature vector. The user profiles can then be used to
recommend new items to a user, by proposing the item
whose feature vector is most similar to the profile vector
of user, for example, using the cosine similarity or the
minimum description length [19]. This method can also
be used to estimate the rating of a user for a new item.
Bayesian methods using content information have also
been proposed to estimate ratings [20].

RSs based purely on content generally suffer from the
problems of limited content analysis and
over-specialization [6]. Limited content analysis emerges
from the fact that the system may have only a limited
amount of information on its users or the content of its
items. There are many reasons for this lack of
information. For example, because of privacy issues a
user may not provide personal information, or the exact
content of items may be difficult or costly to get for some
kinds of items, such as music or images. Finally, the
content of an item is often inadequate to determine its
characteristic. Over-specialization is a result of the wayin
which content-based systems recommend new items,
where the estimated rating of a user for an item is high if
this item is similar to the ones liked by this user. Solutions
suggested for this problem include adding some
randomness or filtering out items that are too similar [21].

In contrast to content-based methods, collaborative
filtering (social) methods depend on the ratings of a user
as well as those of other users in the system [6]. CF
methods overcome some of the limitations of
content-based methods. For example, items for which the
content is not available or difficult to get can still be
recommended to users through the feedback of other
users. In addition, CF recommendations are based on the
quality of items as rated by neighbors, instead of
depending on content. CF methods can recommend items
with very different content, as long as other users have
already shown preference for these different items. CF
methods can be grouped in the two general categories of
memory-based and model-based methods.
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In memory-based (neighborhood-based or
heuristic-based) [6], the ratings collected in the system
are directly used to estimate ratings for new items.
Memory-based methods can be implemented in two ways
known as user-based or item-based recommendation.
User-based methods, such as GroupLens, Bellcore video,
and Ringo, evaluate the preference of a user for an item
using the ratings for this item by other users that have
similar rating patterns. The neighbors of a user are
typically the users whose ratings on the items rated by
both users are most correlated to those of user. Item-based
methods estimate the rating of a user for an item based on
the ratings of user for items similar to this item. In
Item-based methods, two items are similar if several users
of the system have rated these items in a similar way.

Unlike memory-based methods, which use the stored
ratings directly in the estimation, model-based methods
use these ratings to learn a predictive model. The main
idea is to model the user-item interactions with factors
displaying latent features of the users and items in the
system. This model is then trained using the available
information, and later used to estimate ratings of users for
new items. Model-based methods for recommendation are
numerous and include Latent Semantic Analysis [17],
Latent Dirichlet Allocation [22], Maximum Entropy [23],
Bayesian Clustering [10], Support Vector Machines and
Singular Value Decomposition [6].

According to recent progress on RSs, one most
successful type of method to CF is based on MF [24,25].
MF based recommenders work by converting both users
and items into the same latent feature space, determining
each entity with a feature vector inferred from the
available ratings, and then generating predictions for
unknown ratings using the inner products of the
corresponding vector pairs. The earliest work of this type
is reported by Sarwar et al. employing the Singular Value
Decomposition (SVD) [26]. More recently, several MF
methods have been successfully applied to implementing
RSs, including the probabilistic latent semantic analysis
[17], the Maximum Margin MF [27], and the Expectation
Maximization for MF [28]. During the Netflix Prize,
Brandyn Webb reported the Regularized Matrix
Factorization (RMF), which is accurate, highly efficient
and easy to implement. Inspired by RMF, many
researchers have further investigated MF based methods.
They have presented sophisticated MF based CF
recommenders [6].

3 The proposed Non-negative matrix
factorization-based method for RSs

Non-negative matrix factorization has been investigated
by many researchers, but it has achieved popularity
through the researches of Lee and Seung reported in
Nature and NIPS [15,18]. In order to the argument that
the non-negativity is critical in human perception they

presented simple methods for finding non-negative
representations of non-negative data. The basic NMF
problem can be considered as follows: Given a
non-negative matrixR∈ ℜn×m

+ (R≥ 0) and a rankk, find
two non-negative matricesU ∈ℜn×k

+ andI ∈ℜm×k
+ which

factorizeR as well as possible (k≤min(n,m)), that is:

R≈UIT (1)

It can be changed column by column asr ≈ UiT

wherer and iT are the corresponding columns ofR and
IT . In other words, each vectorr is estimated by a linear
combination of the columns ofU , weighted by the factors
of iT . ThereforeU can be considered as containing a basis
that is optimized for the linear estimation of the data inR.
Since relatively few basis vectors are used to display
many vectors, acceptable estimation can only be obtained
if the basis vectors find structure that is latent in the data.

The non-negative constraints onU and I only allow
additive combinations among different bases. This is the
main difference between NMF and the other MF
methods, e.g., SVD. Unlike SVD, no subtractions can
happen in NMF. As result, it is believed that NMF can
learn a parts-based representation [18]. The benefits of
this parts-based representation have been seen in
real-world applications such as face analysis, gene
expression analysis and document clustering [29].

3.1 Problem definition

There are a set of users
{

u1,u2, ...,un
}

and a set of items
{

i1, i2, ..., im
}

in RSs. The ratings given by users on items
are given in a rating matrixRn×m. In this matrix, Rui
indicates the rating of useru on item i. Rui be any real
number, but often ratings are integers in the range [1..5].
The task of a RS is as follows: Given a userv and an item
j for which Rv j is unknown, estimate the rating forv on
item j using matrixR. This paper applies NMF to learn
the latent features of users and items and estimate the
unknown ratings using these latent features. LetUn×k and
Im×k be latent user and item factor matrices, with row
vectorsUu andIi representingk-dimensional user-specific
and item-specific latent feature vectors of useru and item
i, respectively. The proposed method attempts to learn
these latent features and exploit them for
recommendation.

3.2 Initialization

The results and convergence supported by NMF methods
usually highly depend on initialization. So, it is important
to have efficient and consistent strategies for initializing
matricesU and I . On the other hand, the efficiency of
many NMF methods is affected by the selection of the
starting matrices. Poor initializations often yield a slow
convergence, and in certain instances may lead even to an
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incorrect or irrelevant solution. The problem of
initialization matrices becomes even more complicated
for large NMF problems and when certain constraints are
applied on the factored matrices involved [14].

The proposed method uses the similarity weights for
initializing matrices U and I . The similarity weights
between users and between items forms two matrices
SUn×n and SIm×m, respectively. SUuv indicates the
similarity weight between usersu andv; also,SIi j denotes
the similarity weight between itemsi and j. One of the
common similarity measures used in RSs is Pearsons
Correlation Coefficient (PCC) in which the similarity
weight of usersu and v, given the rating matrixR, is
computed as follow [19]:

sim(u,v) =
∑i∈P(Rui− R̄u)(Rvi− R̄v)

√

∑i∈P (Rui− R̄u)
2
√

∑i∈P (Rvi− R̄v)
2

(2)

where R̄u denotes the average rating of useru and P
indicates the set of items that are rated by both usersu
and v. The other common similarity metric is Adjusted
Cosine. ConsideringH is the set of users that rated both
items i and j, the Adjusted Cosine measure is then
defined as follows:

sim(i, j) =
∑u∈H(Rui− R̄u)(Ru j− R̄u)

√

∑u∈H (Rui− R̄u)
2
√

∑u∈H (Ru j− R̄u)
2
. (3)

The equations (2) and (3) are used for formation
matrixesSU andSI, respectively.

3.3 Cost function

In order to estimate factor matricesU andI in the NMF, we
need to consider the cost function to quantify a difference
between the matrixR and the approximate NMF model
matrix R̂= UIT . The choice of the cost function mostly
depends on the probability distribution of data. The simple
way, use Frobenius-norm measure:

DF(R‖UIT)=
∥

∥R−UIT
∥

∥

2
F =∑

u,i
(Rui−

k

∑
f=1

Uu f I
T
f i)

2

(4)

This is lower bounded by zero, and clearly disappears
if and only if R=UIT . This is also termed as the squared
Euclidean distance. Another useful measure is:

DKL(R‖UIT) = ∑
u,i
(Ruiln

Rui
[

UIT
]

ui

−Rui+
[

UIT
]

ui) (5)

Like the Frobenius-norm this is also lower bounded by
zero, and disappears if and only ifR=UIT . But it cannot

be termed a distance, because it is not symmetric inR and
UIT , so we will refer to it as the divergence ofR fromUIT .
The objective of the cost functions in equations (4) and
(5) is the minimization of the difference between matrix
R and matrixUIT with respect toU andI , subject to the
constrainsU, I ≥ 0. Therefore, we can use either Euclidean
distance or divergence. In this paper, the divergence cost
function is used for the proposed method.

The above cost functions are convex with respect to
either the entries of the matrixU or the matrixI , but not
both. Therefore, it is impossible to solve this problem in
the sense of finding global minimum. However, there are
many methods from numerical optimization that can be
applied to discover local minimum. Gradient descent is
the simplest method to implement, but convergence can
be slow. Other techniques like conjugate gradient have
faster convergence, at least in the neighborhood of local
minimum, but are more complex to implement than
gradient descent.

3.4 The proposed algorithm

In this paper, the update rules are derived from equation
(5) by using gradient descent. Gradient descent is based
on the observation that if the multivariable functionF(x)
is defined and differentiable in a neighborhood of a point
A, thenF(x) decreases fastest if one goes fromA in the
direction of the negative gradient ofF at A. It follows
that, if B ← A− η∇F(A) for η small enough, then
F(A) ≥ F(B). The value of the learning rateη can be
changed at every iteration [30]. The simple update rules
for U andI that reduce the divergence can be written as:

Uu f ←Uu f +ηu f [
m

∑
µ=1

IT
f µ

Ruµ

(UIT)uµ
−

m

∑
µ=1

IT
f µ ] (6)

IT
f i ← IT

f i +η f i[
n

∑
µ=1

Uµ f
Rµ i

(UIT)µ i
−

n

∑
µ=1

Uµ f ]. (7)

If η are all set equal to some small positive number,
this is equal to conventional gradient descent. As long as
the learning rate is small enough, these update rules should
reduceDKL(R‖UIT). Now if we set:

ηu f =
Uu f

∑m
µ=1 IT

f µ
(8)

η f i =
IT

f i

∑n
µ=1Uµ f

(9)

Then we obtain the update rule for U and I as:

Uu f ←Uu f ×
∑m

µ=1 IT
f µRuµ/(UIT)uµ

∑m
µ=1 IT

f µ
(10)
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IT
f i ← IT

f i ×
∑n

µ=1Uµ f Rµ i/(UIT)µ i

∑n
µ=1Uµ f

. (11)

These update rules are a good compromise between
speed and ease of implementation to predict the unknown
ratings. This paper applies these update rules to estimate
factor matrices U and I . The divergenceDKL is
non-increasing under these update rules and this
divergence is invariant under these update rules if and
only if U andI are at a stationary point of the divergence.
The proof of this theorem is reported in Lee and Seungs
publication [18].

At each iteration of the proposed method, the new
values ofU or I are found by multiplying the current
values by some features that depend on the quality of the
predictions in equation (1). The quality of the prediction
gets better monotonically with the application of these
multiplicative update rules. In other words, the repetition
of the update rules is guaranteed to converge to a locally
optimal matrix factorization. Fig. (1) illustrates this
process by providing simple example.

The rating matrix that RSs operate on must thus be
retrained and kept up-to-date, in order to maintain high

Fig. 1: A simple example for the proposed algorithm.

prediction accuracy. The drawback of MF methods is that
once the matrices are calculated, the model is static. For
real world applications, updating a model is crucial.
Particularly, when ratings on new users or new items
come in, updating the feature vectors is important. When
a new rate comes in, the proposed method updates only
the feature vectors related to the new rate. This operation
has a very low complexityO(kn+ km). On the other
hand, both empirical and theoretical results for runtime
complexity of the proposed method, makes it feasible for
huge datasets.

4 Experiments

This paper conducted a series of experiments to examine
the effectiveness of the proposed method for CF in terms
of scalability and recommendation quality. This paper has
used two popular datasets to evaluate the performance of
the proposed method. The following sections describe the
datasets and implementation results.

4.1 Datasets

There are several types of datasets for RS. This paper
conducted a set of experiments with real usage data on the
MovieLens datasets [31] and Book-Crossing dataset [32].
GroupLens Research has gathered and made available
rating datasets from the MovieLens website. This dataset
consists of 100,000 ratings on an integer scale from 1 to 5
given to 1642 movies by 943 users, where each user has
rated at least 20 movies.
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The Book-Crossing dataset was collected by
Cai-Nicolas Ziegler in a four weeks crawl from the
Book-Crossing community. The Book-Crossing dataset is
extremely sparse. We edit the dataset in order to achieve
more meaningful results from CF methods when
estimating recommendations. Hence, the book titles with
fewer than 20 ratings are deleted, along with all ratings
referring to them. Only users with at least 20 ratings each
were kept. The resulting datasets dimensions were
considerably more moderate, 3156 users and 7485 books.
The edited dataset consists of 253902 book ratings on an
integer scale from 0 to 10.

4.2 Evaluation metrics

There are several kinds of measures for evaluating the
performance of CF approaches [5,33]. This paper uses
two popular metrics, the Mean Absolute Error (MAE) and
the Root Mean Square Error (RMSE), to measure the
estimation quality. The metrics MAE is defined as [6]:

MAE=
1

Rtest
∑
u,i

∣

∣Rui− R̂ui
∣

∣ (12)

Where R̂ui denotes the rating useru gave to itemi as
predicted by a method, andRtest denotes the number of
tested ratings. The metrics RMSE is defined as [6]:

RMSE=

√

1
Rtest

∑
u,i

(

Rui− R̂ui
)2

(13)

From the definitions, a smaller MAE or RMSE value
means a better performance. The MAE and RMSE do not
fully express the usefulness of the RS. We also need to
consider the effectiveness of the RS by computing the
total coverage of the system. Coverage is the measure of
the percentage of items for which a RS can provide
predictions [34]. A RS may not be able to create
predictions on every item. For example, if a user has rated
very few items, or if an item has been rated by very few
users. A RS which has high prediction accuracy, but only
on a small set of items, would not be very useful.
Computing coverage will give further insight into the
effectiveness of the RS. There are several ways to
compute coverage [34], this paper calculates coverage as
number of items for which the RS can create estimates,
over the total number of item predictions that are
requested.

coverage=
|Ri |Ri ∈ S|

S
(14)

WhereRi denotes the estimate that the RS created on item
i, and S denotes the set of items for which the RS is
creating an estimation. Accuracy and coverage are two
metrics that must be considered together; a RS can only
be useful if both accuracy and coverage are high.

4.3 Experimental results

This section focuses on comparing the performance of the
proposed method against other approaches. The tested
models include the proposed NMF-based method and a
number of other approaches. All tested models were
implemented on MATLAB R2011b. All experiments
were conducted on a Microsoft Windows with two 2.67
GHz dual-core CPUs and 4 GB RAM. Various values
were tested for the parameters of the proposed method.
The results display that the highest performance is
obtained by setting the parameters to values as follow:
α = β = 0.2 the rank of matrixR is 500 (k= 500) and the
maximum number of iterations is 20 (max-iter=20).
These values were empirically determined in our
preliminary experiments; but we make no claim that these
are optimal values.

4.3.1 Performance comparison with other methods

In order to show the effectiveness of the proposed
recommendation method, this paper compares the
reported results against the recommendation results of the
following methods:

User Mean: This method uses the mean value of every
user to predict the missing values.

Item Mean: This method utilizes the mean value of
every item to predict the missing values.

User-based Collaborative Filtering, PCC: This
method predicts the rating of a user for a new item using
the ratings given to item by users most similar to the user.

Item-based Collaborative Filtering: This method
computes the similarity between two items by comparing
ratings made by the same user on these items.

In this work, we applied the 5-fold cross validation in
our experiments. Each fold contains 80% of data as the
training set and the remaining 20% as the test data.
Analyzing the MAE and RMSE shown in tables (1) and
(3), we see that on average, the proposed method obtained
a higher accuracy value than the other methods.

As mentioned earlier, in the MovieLens and
Book-Crossing datasets, each user has rated at least 20
items. As a result, the User Mean method has 100%
coverage but it is not true in all datasets with cold start
problem. The proposed method has 100% coverage in all
datasets.

If the standard deviation is high, the User Mean and
Item Mean methods have poor performance. The standard
deviation of rating for each user and each item is higher
than 1 on the MovieLens dataset. Similarly, the standard
deviation of rating for each user and each item is higher
than 3 on the Book-Crossing dataset.

To graphically illustrate the progress of the proposed
method as it searches for solutions, we take number of
iteration as the horizontal coordinate and the MAE/RMSE
measure as the vertical coordinate. This should illustrate
the process of improvement of the proposed method as
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Table 1: The performance of the proposed method on the MovieLens dataset.
User Mean Item Mean User-based CF Item-based CF Proposed Method

MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE
Fold-1 0.8502 1.0630 0.8285 1.0361 0.7129 0.9986 0.7074 0.9922 0.7090 0.9942
Fold-2 0.8383 1.0467 0.8210 1.0314 0.7016 0.9908 0.6993 0.9849 0.6933 0.9794
Fold-3 0.8265 1.0329 0.8135 1.0242 0.7035 0.9897 0.6967 0.9814 0.6964 0.9816
Fold-4 0.8308 1.0367 0.8124 1.0194 0.7017 0.9863 0.6990 0.9831 0.6898 0.9765
Fold-5 0.8350 1.0393 0.8187 1.0281 0.7039 0.9824 0.7026 0.9817 0.6978 0.9794
AVG 0.8362 1.0437 0.8188 1.0278 0.7047 0.9896 0.7010 0.9847 0.6973 0.9822

Table 2: The coverage of the proposed method on the MovieLens dataset.
User Mean Item Mean User-based CF Item-based CF Proposed Method

Fold-1 100 96.79 96.43 97.80 100
Fold-2 100 96.91 96.73 97.86 100
Fold-3 100 95.90 96.37 97.80 100
Fold-4 100 96.91 97.32 98.27 100
Fold-5 100 96.73 96.73 97.74 100
AVG 100 96.65 96.72 97.89 100

Table 3: The performance of the proposed method on the Book-Crossingdataset.
User Mean Item Mean User-based CF Item-based CF Proposed Method

MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE
Fold-1 5.7119 6.6013 5.7657 6.5367 5.6537 6.5600 5.7109 6.5627 2.3530 4.3422
Fold-2 5.7108 6.5987 5.7785 6.5493 5.6563 6.5601 5.7236 6.5745 2.3599 4.3500
Fold-3 5.7262 6.6096 5.7844 6.5525 5.6730 6.5745 5.7334 6.5803 2.3383 4.3213
Fold-4 5.7318 6.6152 5.7944 6.5552 5.6642 6.5614 5.7405 6.5833 2.3304 4.3192
Fold-5 5.7329 6.6190 5.7712 6.5381 5.6798 6.5834 5.7217 6.5691 2.3545 4.3514
AVG 5.7227 6.6088 5.77888 6.5464 5.6654 6.5679 5.7260 6.5740 2.3472 4.3368

Table 4: The coverage of the proposed method on the Book-Crossing dataset.
User Mean Item Mean User-based CF Item-based CF Proposed Method

Fold-1 100 99.06 72.89 75.06 100
Fold-2 100 99.14 72.94 75.23 100
Fold-3 100 99.07 72.93 75.05 100
Fold-4 100 99.19 73.10 75.45 100
Fold-5 100 99.07 72.77 75.30 100
AVG 100 99.11 72.93 75.22 100

Table 6: Comparing results from the proposed method against the results listed in [3,12].
ML 100 ML 200 ML 300

Given5 Given10 Given20 Given5 Given10 Given20 Given5 Given10 Given20
PCC 0.874 0.836 0.818 0.859 0.829 0.813 0.849 0.841 0.820
PD 0.849 0.817 0.808 0.836 0.815 0.792 0.827 0.815 0.789
AM 0.963 0.922 0.887 0.849 0.837 0.815 0.820 0.822 0.796
MMMF 0.945 0.861 0.803 0.930 0.849 0.786 0.929 0.843 0.773
CBCF 0.924 0.896 0.890 0.908 0.879 0.852 0.847 0.846 0.821
SCBPCC 0.848 0.819 0.789 0.831 0.813 0.784 0.822 0.810 0.778
SF2 0.847 0.774 0.791 0.827 0.773 0.783 0.804 0.761 0.769
CFONMTF 0.838 0.801 0.804 0.827 0.791 0.787 0.801 0.780 0.782
Proposed Method 0.803 0.789 0.767 0.777 0.757 0.736 0.764 0.747 0.728
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Table 5: The standard deviation of MovieLens and Book-
Crossing datasets.

MovieLens Dataset Book-Crossing Dataset
Fold-1 1.1186 3.7290
Fold-2 1.1244 3.7288
Fold-3 1.1292 3.7303
Fold-4 1.1287 3.7328
Fold-5 1.1274 3.7282
AVG 1.1257 3.7298

Fig. 2: Mean absolute error vs. the number of iterations.

Fig. 3: Root mean square error vs. the number of iterations.

the number of iteration increase. Figs. (2) and (3) show
the MAE and RMSE measures on MovieLens dataset as
we change the number of iteration. For conveniently
comparing with other CF methods reported in [3,12], for
MovieLens dataset, we also extracted a subset of 500
users with more than 40 ratings. The first 100, 200 and
300 users in the MovieLens dataset are selected into three
different training user sets, which are indicated as
ML 100, ML 200 and ML300 respectively. But for
different training sizes, the test user set is fixed, i.e. the
last 200 users. In our experiments, the available ratings of
each test user are equally split into an observed set and a
held out set. The observed ratings are used to estimate the
held out ratings. Furthermore, we randomly chose 5, 10

and 20 items rated by test users in the observed set, which
were termed Given5, Given10, and Given20 respectively.

As mentioned above, the proposed method could
alleviate two fundamental problems: data sparsity and
scalability. In order to show the performance of the
proposed method to CF, we compare the proposed method
versus the state-of-art methods: Pearson Correlation
Coefficient (PCC) [10], Personality Diagnosis (PD) [35],
Aspect Model (AM) [7], Cluster based collaborative
filtering (CBCF) [8], Scalable Cluster-Based Pearson
Correlation Coefficient (SCBPCC) [12], similarity fusion
(SF2) [36] and Collaborative Filtering using Orthogonal
Nonnegative Matrix Tri-Factorization (CFONMTF) [3].

A comparison between the test results for the
proposed method versus other methods tested on the
MovieLens dataset are presented in Table (6). It can be
stated that all the methods tested on this dataset offered an
acceptable level of performance but the proposed method
outperforms all the other methods, and is just a little
worse than SF2 in Given10. SF2 suffers from the
scalability problem while the proposed method
successfully resolves scalability problem. Hereby, it can
be said that the overall performance of the proposed
method is the best, considering the balance between
computation efficiency and prediction accuracy.

Fig. 4: The performance of the proposed method on different
density of ML 300 dataset.

4.3.2 Sparsity

The sparsity of a rating matrix can have an important
impact on the performance of CF. To evaluate the
performance of the proposed method, this paper
conducted an experiment to simulate the phenomenon of
the sparseness of rating matrix and compare the
performance about two methods: SF2 and CFONMTF.
This paper empirically analyzes how MAE evolves with
the density of rating matrix. Fig. (4) shows the
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Fig. 5: Comparison of the proposed method with the other
methods.

performances of the proposed method when the sparsity
of the dataset ML300 varies. We randomly selected the
10%, 20%, 40%, 60%, 80%, and 100% of the known
ratings from the whole dataset to represent different
degrees of sparsity of the rating matrix.

The results display that indeed the sparsity has a great
effect on the performance of different methods. When the
rating matrix becomes dense, all methods tend to achieve
higher performance. As seen from Fig. (5), the MAE curve
of the proposed method is below that of the other methods,
which means that the sparseness has the least impact on the
proposed method.

4.3.3 Scalability

Collaborative filtering methods are usually designed to
apply on very large datasets. For that reason, the
scalability of the approaches is crucial. Assuming the
average number of items that are rated by two specific
users is ¯p(p̄<< m), and the average number of users that
rated two specific items ish̄(h̄ << n). The time
complexity of the proposed method consists of two parts:
initialization and training time complexity. In the
initialization step, the complexity of computing the
similarity matrixes isO(n2p̄+m2h̄), and the complexity
of equalization of the feature vectors isO(n2 + m2). In
training step, the most significant complexity is in
updating the feature vectors. The complexity of learning
each user feature vector and each item feature vector are
O(km) andO(kn), respectively. Therefore, the complexity
of the training step isO(max− iter× (nkm+mkn)). We
can rewrite this asO(max− iter× nkm), which denotes
that the computational complexity of the proposed
method is linear with respect to either the number of users
or items. This complexity analysis shows that the
proposed method is very efficient and can scale to very
large datasets.

The experiments performed on the MovieLens and
Book-Crossing datasets showed that the proposed
methods tolerance to sparsity. When the rating matrix is
quite sparse, we cannot get sufficient similar ratings by
similar users or similar items. This yields in the poor
recommendations of CF methods based on memory-based
alone. The proposed method supports the complementary
information and improves the prediction accuracy when
only sparse data is available. Also, we can see that,
compared with other methods, the proposed method is
quicker in prediction of unknown ratings. In general, it
can predict all of the unknown ratings within tens of
iterations while most other CF methods have failed to
predict the all unknown ratings. The proposed method
comprises a very simple concept, and the ideas can be
implemented in a few lines of computer code. It needs
only primitive mathematical operators, and has low
requirements in term of memory. Also, the proposed
method using factorizing the rating matrix overcomes the
scalability problem. The experiments prove that the
proposed method is scalable to large dataset.

4.3.4 Stability

This section concentrates on stability of recommendation
methods, which measures the consistency of RS
predictions. Stability has a positive effect on the users’
view to accept recommendations. In this paper, stability is
measured using following steps that already reported by
Adomavicius and Zhang [37].

1) Train the RS based on the known ratings and predict
all the unknown ratings.

2) Select and add a subset of the predicted ratings as
the new incoming ratings to the original dataset.

3) Re-train the RS based on the new data, and make
new predictions for unknown ratings.

4) Compare predictions from Steps 1 and 3 and
compute stability by using Mean Absolute Shift (MAS)
or Root Mean Squared Shift (RMSS).

MAS=
1

Rtest2
∑

(u,i)∈Rtest2

|Rui1−Rui2| (15)

WhereRui1 andRui2 denote the ratings useru gave to
item i as predicted by a method in steps 1 and 3,
respectively.Rtest2 denotes the number of tested ratings in
step 3. RMSS is defined as:

RMSS=

√

1
Rtest2

∑
(u,i)∈Rtest2

(Rui1−Rui2)
2 (16)

In order to compare the proposed method with other
methods, this paper has considered four methods that are
explained earlier on the MovieLens dataset. The total
number of ratings is 100,000 in this dataset. For initial
stability computations, we used 80000 ratings as the input
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Table 7: Stability of the proposed method on the MovieLens
dataset.

MAS RMSS
User Mean 0.0405 0.0615
Item Mean 0.0211 0.0426
User-based CF 0.2025 0.6110
Item-based CF 0.0789 0.2818
Proposed Method 0.0248 0.2120

to the RSs in order to predict the remaining 20000
unknown ratings. From these predicted ratings, we drew a
random sample of 5000 ratings and treated them as new
incoming ratings, and the remaining 15000 ratings were
used to compute the prediction shift, as described above.
In order to obtain robust empirical results, we ran the
experiments three times for each method and reported the
average stability of the three runs in Table (7).

Both User Mean and Item Mean had lower prediction
shift rather than other methods. In other words, adding
new ratings does not significantly change the user/item
average. Furthermore, while the proposed method,
User-based CF and Item-based CF were comparable in
term of predictive accuracy, the proposed method which
is based on the global optimization approach, represented
higher stability than the memory-based neighborhood
methods (User-based CF and Item-based CF) that are
based on the local, nearest neighbor heuristics.

5 Conclusions and future work

Recommender Systems (RSs) intend to estimate what the
most suitable items are, based on the users preferences
and limitations. In order to complete such a
computational task, RSs gather user preferences, which
are either explicitly expressed as ratings for items, or are
concluded by interpreting user behaviors. This paper
focuses on the non-negative matrix factorization in RSs.
The basic idea is to assume that there exist a latent low
dimensional representation of users and items where
users and items can be modeled accurately. For instance,
the rating that a user gives to a movie might be imagined
to be dependent on few latent features such as the users
taste across different movie genres. MF methods are a
class of latent feature models that try to find weighted low
rank approximations to the rating matrix, where weights
are used to hold out missing ratings.

The accuracy of memory-based approaches suffers
from the lack of available ratings. Sparsity is a problem
common to most RSs due to the fact that users usually
rate only a small number of the available items [6]. Data
sparsity has an important effect on the performance of CF
methods. As RSs are designed to help users navigate in
huge datasets, one of the goals of the designers of such
RSs is to scale up to real datasets. With the growth of the
dataset, many methods are either slowed down or require

additional resources such as computation power or
memory. Therefore, dimensionality reduction comes in
naturally. The proposed method greatly mitigates two
essential challenges: sparsity and scalability by applying
the NMF. Empirical studies verified that the proposed
method effectively improves the prediction accuracy of
CF and resolves the sparsity and scalability challenges.
From the experiment we have concluded that application
of the update rules in equations (10) and (11) are
guaranteed to find at least a locally optimal solution. The
update rules themselves are extremely easy to implement
computationally, and will hopefully be utilized by others
for a wide range of applications.

As for the future work, intention is to combine the
proposed method with clustering to improve the
performance of RS. Clustering similar users is recently
attracting a lot of attention and many researches in this
area have been reported in literature. As mentioned
already, the scalability of the RSs is vital. Our intension is
to cluster similar users based upon self-similarity to
increase the scalability of the proposed method and then
apply NMF in each cluster instead of all users.
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