
Appl. Math. Inf. Sci.9, No. 5, 2651-2656 (2015) 2651

Applied Mathematics & Information Sciences
An International Journal

http://dx.doi.org/10.12785/amis/090550

Cross-Cultural Emotion Classification based on
Incremental Learning and LBP-Features

M. Sultan Zia1 and M. Arfan Jaffar1,2,∗

1 National University of Computer and Emerging Sciences, Islamabad, Pakistan
2 College of Computer and Information Sciences, Al-Imam Mohammad Ibn Saud Islamic University (IMSIU), Riyadh, Saudi Arabia

Received: 15 Feb. 2015, Revised: 17 May 2015, Accepted: 18 May 2015
Published online: 1 Sep. 2015

Abstract: A number of studies have shown that facial expression representations are cultural dependent and not universal. Most facial
expression recognition (FER) systems use one or two datasets for training and same for testing and show good results. While their
performance mortify radically when datasets from different cultures were presented. To keep high accuracy for a long time and for all
cultures, a FER system should learn incrementally. We proposed a FER system that can offer incremental learning capability. Local
Binary Pattern (LBP) Features are used for Region of Interest (ROI) extraction and classification. We used static imagesof facial
expressions from different cultures for training and testing. The experiments on five different datasets using the incremental learning
classification demonstrate promising results.
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1 Introduction

Facial expression recognition (FER) has a wide range of
applications like human-computer interaction, virtual
reality, video conferencing and synthetic face animation
etc. However, automatic facial expression recognition is
still a challenging problem due to illumination, head pose,
aging, glasses, cultures and races. Even, human cannot
100% recognize facial expressions due to many reasons.
First, different people interpret expressions differently for
example, fear expression images, which interpreted as
fear in America and most of the other countries are
mostly interpreted as surprise in Japan. Second, people
from different cultures think about facial expressions in
different ways, for example, in some cultures, people
focus on mouth but in others focus on eyes etc. Third, in
different cultures expressions are expressed in different
ways i.e. not all the facial expressions are innate and
universal. Figure 1 shows the cultural variations in
representation of two facial expressions. Row 1 shows
some variations of disgust expression while row 2 shows
some variations of surprise expression. Similarly cultural
variations for some other expressions exist as well. Many
studies and surveys like [1,2,3,4,5,6] have shown that
many facial expressions are cultural dependent and not

innate or universal. The problem of cultural variations in
facial expressions is a well-studied problem in
psychology literature but it is never discussed and/or
considered (as per our knowledge) in information
sciences. Therefore, this factor is never kept in mind
while developing facial expression recognition systems.

Conventional expression recognition systems show
brilliant performance when they are tested over the
datasets on which they were trained. But on the other
hand, when they are plow into the practical environment,
their performance mortify drastically. Such performance
degradation is due to the reason that the facial expression
dataset used while training of the classifier, was either
insufficient or inappropriate for future uses. Even if a
large dataset of expression images is available for
training, it seems impossible that it can deal with all the
variations that could ever happen in future. Therefore, it is
hardly to be expected that a system trained on static
dataset can show high performance in practical situations.
Another reason of the failure of such systems is the fact
that most of the benchmark datasets composed of posed
(not spontaneous) expression images/videos. In
psychology it is a well-known fact posed and spontaneous
expressions are different in their temporal dynamics,
characteristics and timings.
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In this paper, we proposed a solution to such like
problems by using the incremental learning concept. We
did this by embedding an incremental learning ability into
the facial expression classification. Learn++ is such an
algorithm that have ability to learn incrementally [9].

Fig. 1: Cutural variations in facial expressions are shown. All
images in row 1 represents disgust expressions and all images in
row 2 represents surprise expression

The other promising benefit of using incrementally
learning classification systems is the reduction of variance
and increase in confidence of the decision. Moreover, due
to many random variations in a given classifier model
(different training data, different initialization, etc.), the
decision obtained by any given classifier may vary
substantially from one training trial to another even if the
model structure is kept constant. Then, combining the
outputs of several such classifiers can reduce the risk of
an unfortunate selection of a poorly performing classifier.
To the best of our knowledge the problem of cross
cultural emotion expressions is not considered yet. Only
one paper [7] found where across the datasets
experiments were conducted. Our results are much better
than [7].

2 Proposed Method

We present Local Binary Pattern Histogram (LBPH)
Features [8] to an incrementally learning algorithm which
uses Template Matching as base classifier. The block
diagram of our proposed approach is given in figure 2.

In order to recognize the expression from a static
image of an individual, our region of interest (ROI) is the
face of that individual. Local Binary Pattern (LBP)
features have performed very well in various applications.
The Extended LBP operator is denoted byLBPU2

P,R where
P is the number of neighboring pixels,R is radius of
neighbor circle andU2 for uniform patterns. We used
LBPU2

P,R for expression classification and face detection.
Texture classification method proposed in [8] on the bases
of LBP features is used to extract the region of interest.
Let Dd = {Id,1, Id,2, Id,3, . . . Id,md} be the set of face
images in each datasetd, wheremd stands for number of
images in datasetd. In this paper we used five different

Fig. 2: Block diagram of the proposed system: right side
represents the training process and left side represent thetesting
process

datasets i.e. d = 1,2,3, . . . ,5. For supervised
incrementally learning algorithms, the class label ofId,i is
assumed to beli ∈ {1,2, . . . ,c} wherec is the number of
classes, 7 in our case.

For each image, in each dataset the image is divided
into 5x6 weighted regions as shown in figure 3. The
resulting image is denoted byjr,c

d,i = div(Id,i), and the
corresponding LBPH features for each region is
computed as follows:

hr,c
d,i = LBPH(Jr,c

d,i) (1)

wherer = 1,2, . . . ,6 andc = 1,2, . . . ,5. The size of each
hr,c

d,i is 1x59. There are 30 (5x6) such histogram features
for each imageId,i. Then a concatenated histogram of size
1x1770 is computed.

Hd,i = NORM

(

[

hr,c
d,i

]r=6,c=5

r=1,c=1

)

(2)

This feature vector is presented to an incremental learning
algorithm Learn++ [9]. We used Template Matching as
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base/weak classifier. By combining the outputs of several
so-called weak classifiers by, for example, averaging the
output decisions, we can reduce the risk of an unfortunate
selection of a poorly performing classifier [9,10].
However, a more interesting and arguably more
challenging problem is the introduction of new classes or
different number of classes being represented in each new
dataset. For expression recognition systems, it is a
practical problem. By making strategic modifications to
the bootstrap resampling distribution, a similar approach
can still be used to learn incrementally under these
scenarios [11]. Learn++ is such an algorithm shown to
learn incrementally from new data, even when such data
introduce new classes [11]. To train the classifier on some
dataset d, the dataset is divided into training and testing
subsets. To construct a reference template histogram, an
initial uniform distribution (without any prior knowledge)
is assigned to the training subset. A bootstrap training
sampleS is obtained. A reference histogram template is
computed for each classC by averaging allhd,i features in
S belonging to classC.

T c
i =

1
Ns,c

Ns,c

∑
j=1

hc
d, j (3)

whereNs,c is the number of histograms inS belonging to
classC. These templates can be expected to be near the
class they belonging to and far from the remaining
provided that the chi square dissimilarity measure could
successfully discriminate samples belonging to different
classes. Then we optimize these templates by using a
Fischer’s discriminate ratio for multiclasses.

R =
C−1

∑
i=1

C

∑
j=i+1

(µi − µ j)
2

σi
2+σ j

2 (4)

Where µi and σi are mean and standard deviation of
samples’χ2 distances from templateT for ith expression
class. A method proposed by M.S.Zia et al. [12] is used to
maximize the above ratio. Then an iterative method is
applied to obtained optimal templates for each class. Then
for each(i+ 1)th template the distribution is updated on
the bases of previousi templates. A higher probability is
assigned to misclassified expression images before
selecting the(i+ 1)th bootstrap sample. Hence more and
more focus on critical expression images. For detail
referred to [9,11].

Then a nearest-neighbor classifier is used to match the
input image with the closest template. We selected Chi
square statisticχ2 as the dissimilarity measure [13] for
histograms.

χ2(S,M) =
B

∑
j=1

(Si −Mi)
2

Si +Mi
(5)

where S and M are two LBP histograms andB is the
number of bins (1770 in our case). It is observed that

Fig. 3: (a) A face image (cohn-kanade), (b) face image
divided into 5x6 sub-region, (c) The weights set for weighted
dissimilarity measure. Black squares indicate weight 0, dark gray
1, light gray 2 and white 3.

facial features contributing to facial expressions mainly
lie in some regions, such as eye area and mouth area;
these regions contain more useful information for facial
classification. Therefore, a weight can be set for each face
region based on the importance of the information it
contains (figure 3). The weightedχ2 statistic is

χ2
w(S,M) = ∑

1,2
w j

(Si, j −Mi, j)
2

Si, j +Mi, j
(6)

wherew j is the weight for regionj. The ensemble of
many such base classifiers is combined through weighted
majority voting [9] that represents the overall ensemble
decision.

3 Experimentation

Five different datasets were used for the experimentation
purposes. In each training session, only one of these
datasets was used. For each training session, 20 weak
hypotheses (TEMPLATE MATCHING) were generated
by Learn++. Each hypothesis (histogram template) of the
ith training session was generated using a training subset
and a testing subset (used to compute hypothesis error).
Histogram Template matching is used as base classifier.
An additional validation set, TEST, of 200 images was
used for validation purposes. During incremental learning
process the Learn++ tracks those images of the new
dataset that have already been learned by the current
ensemble, and instead focuses on other images that carry
the novel information. Finally, note that all classifiers are
retained to prevent loss of information, assuming that all
previous data still carry relevant information. If previous
information is no longer relevant, then a forgetting
mechanism can be introduced to remove irrelevant base
classifiers [10]. We train our incremental learning
algorithm on the four datasets one by one and the fifth
dataset namely TEST was used for evaluation purposes
only. We used five different databases to evaluate the
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performance of our proposed approach to facial
expression classification. Each of these datasets contains
hundreds of images. The five datasets used in this study
are JAFFE [14], Cohn Kanade [15], MUG [16],
FEEDTUM [17] and our own dataset of colored images
of Indian subcontinent people, movies and videos. Few
sample face images from these datasets are shown in
figure 4. The number of images corresponding to each of
the 7 categories of expression (neutral, happiness,
sadness, surprise, anger, disgust and fear) is roughly the
same. We used 80% to 90% images of each dataset for
training and remaining for testing. We generate a
bootstrap sample of 98 to 175 images to train each of the
(10 to 20) weak classifiers for each dataset.

Fig. 4: : Images from five datasets Row wise from top to bottom
MUG, Cohn Kanade, FEED, JAFFE and Our Own dataset
(TEST) respectively

To show and prove the soundness of incremental
learning we perform a systematic experimentation. One
by one datasets were presented to the Learn++ for
training the classifiers and at each stage the performance
of classification is measured over all the five datasets.First
of all we train the incremental classifier by using JAFFE
dataset only and call itH1(X). Then we evaluated the
performance of classifierH1(X) on JAFFE along with the
remaining four datasets. The results of this
experimentation are shown in table 1. Now the previously
trained classifier onH1(X) is provided with Cohn Kanade
dataset for successive training. Note that in this training
session only Cohn-Kanade dataset was presented to

Learn++ for training, nor JAFFE neither the other three
datasets. This classifier is calledH2(X) and its
performance is shown in table 2. Similarly we trained the
classifier incrementally by using MUG and FEED
datasets (one at a time) and the corresponding classifiers
will be calledH3(X) andH4(X) respectively. The results
of the performance evaluation ofH3(X) on all five
datasets were shown in table 3, while the results ofH4(X)
on all five datasets were shown in table 4. Note that the
overall performance of the classifier increased with
successive training sessions, which shows that the
algorithm has the ability to learn the variations in
expressions present in the different datasets. Whether the
variations were due to the cultural variations or due to
different representation patterns of facial muscles.

Note that we did not train any classifier/hypothesis on
the fifth dataset namely TEST. The performance on this
dataset can be considered as the performance in real world.

Table 1: Accuracies in Percentage for different Expressions
(Rows) and datasets (Columns) after training the Learn++ on
JAFFE(H1(X))

Expr\ DS JAF C.K. MUG FEED TEST
Ne 96.9 58.2 55.2 57.8 51.1

Ha 97.4 56.1 51.4 54.2 46.6

Sa 96.5 51.6 53.1 52.4 49.9

An 97.1 53.7 49.7 51.5 33.8

Su 97.2 54.3 52.8 48.3 50.3

Di 95.2 48.4 48.9 50.5 34.6

Fe 94.7 54.3 51.7 52.1 44.2

Avg 96.4 53.8 51.8 52.4 44.3

Table 2: Accuracies in Percentage for different Expressions
(Rows) and datasets (Columns) after training the Learn++ on
Cohn Kanade (H2(X))

Expr\ DS JAF C.K. MUG FEED TEST
Ne 96.3 92.1 69.3 68.7 57.9

Ha 95.5 98.2 71.1 70.8 64.1

Sa 96.1 97.7 68.7 66.1 61.5

An 97.2 95.9 72.6 69.7 62.6

Su 97.5 94.8 73.4 71.6 64.5

Di 95.8 95.1 65.8 67.2 60.8

Fe 93.5 94.4 66.3 64.7 62.7

Avg 95.9 95.4 69.6 68.4 62.0

Caifeng et al. [13] proposed a method of facial
expression recognition based on LBP features and they
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Table 3: Accuracies in Percentage for different Expressions
(Rows) and datasets (Columns) after training the Learn++ on
MUG (H3(X))

Expr\ DS JAF C.K. MUG FEED TEST
Ne 97.5 99.1 98.2 86.9 87.9

Ha 98.2 95.7 97.9 88.2 82.8

Sa 96.9 97.9 97.4 87.6 79.6

An 96.4 92.5 96.5 85.9 82.7

Su 100 93.7 98.6 96.8 80.6

Di 95.9 96.9 96.8 85.7 86.2

Fe 96.4 97.2 96.5 86.5 70.7

Avg 97.3 96.1 97.4 88.2 81.5

Table 4: Accuracies in Percentage for different Expressions
(Rows) and datasets (Columns) after training the Learn++ on
FEED (H4(X))

Expr\ DS JAF C.K. MUG FEED TEST
Ne 100 97.2 96.7 96.3 90.1

Ha 98.5 98.1 97.9 98.7 89.4

Sa 96.8 97.1 97.5 97.7 85.8

An 97.9 98.2 98.8 98.6 83.3

Su 98.7 97.3 98.0 97.2 82.3

Di 95.4 96.7 96.9 95.9 87.5

Fe 96.1 96.0 95.5 95.8 85.7

Avg 97.6 97.2 97.3 97.1 86.3

used two classifiers namely, template matching and
support vector machines. They also used Adaboost to find
the boosted LBP features. In table 5, we compared the
results of our proposed method with [13] on Cohn
Kanade dataset [15].

Table 5: Comparison between the proposed method and Caifeng
et al [13]

Methods (Feature + Classifier) Recognition Results
LBP + Template Matching (TM) 79.1%

LBP + SVM(RBF) 87.6%

Boosted LBP based LDA 77.6%

Boosted LBP + SVM(RBF) 91.4%

Proposed (LBP + Learn++(TM)) 97.2%

4 Conclusion

In conclusion we have proposed a method for automatic
facial expression classification using incremental learning
and local binary patterns histogram features. The
proposed system has ability to learn incrementally and
can accommodate future data. Due to incremental
learning ability it can accommodate itself in different
cultures. The experimentation performed is showing
promising results.
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