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Abstract: We consider̀ -Volterra quadratic stochastic operators defined on(m − 1)-dimensional simplex, wherè∈ {0, 1, ..., m}.
Under some conditions on coefficients of such operators we describe Lyapunov functions and apply them to obtain upper estimates for
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1. Introduction

A quadratic stochastic operator (QSO) has meaning of a
population evolution operator (see [6], [7], [8]), which arises
as follows. Consider a population consisting ofm species.
Let x0 = (x0

1, ..., x
0
m) be the probability distribution of

species in the initial generations, andPij,k the probabil-
ity that individuals in theith andjth species interbreed to
produce an individualk. Then the probability distribution
x′ = (x′1, ..., x

′
m) (the state) of the species in the first gen-

eration can be found by the total probability i.e.

x′k =
m∑

i,j=1

Pij,kx0
i x

0
j , k = 1, ..., m. (1)

This means that the associationx0 → x′ defines a map
V called the evolution operator. The population evolves by
starting from an arbitrary statex0, then passing to the state
x′ = V (x0) (in the next ”generation”), then to the state
x′′ = V (V (x0)), and so on. Thus states of the population
described by the following dynamical system

x0, x′ = V (x0), x′′ = V 2(x0), x′′′ = V 3(x0), ...

Note thatV defined by (1) is a non linear (quadratic) op-
erator, and it is higher dimensional ifm ≥ 3. Higher di-
mensional dynamical systems are important but there are
relatively few dynamical phenomena that are currently un-
derstood ([1], [2], [10]).

In [12], [13] we considered a class of nonlinear (quad-
ratic) operators which is called̀-Volterra operators and the
difference of`- Volterra quadratic operators from known
quadratic operators are discussed. Some invariant (in par-
ticular some fixed points) sets for`-Volterra operators are
described. Also we described a family of`-Volterra op-
erators each element of which has cyclic orbits generated
by several vertices of the simplex. It is shown that the set
of all `-Volterra operators is convex, compact and its ex-
tremal points are constructed. For 1-Volterra operators and
2-Volterra operators defined on a two dimensional simplex
the limit behavior of all trajectories (orbits) are studied.

In this paper we continue the investigations of`-Volterra
quadratic operators. Under some conditions on coefficients
of such operators we describe Lyapunov functions and ap-
ply them to obtain upper estimates for the set ofω- limit
points of trajectories. We describe a set of fixed points of
the`-Volterra operators. This paper also contains many re-
marks with comparisons of`-Volterra operators and Volterra
ones.
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2. Definitions

The quadratic stochastic operator (QSO) is a mapping of
the simplex.

Sm−1 =

{
x ∈ Rm : xi ≥ 0,

m∑

i=1

xi = 1

}
(2)

into itself, of the form

V : x′k =
m∑

i,j=1

Pij,kxixj , k = 1, ..., m, (3)

wherePij,k are coefficients of heredity and

Pij,k ≥ 0, Pij,k = Pji,k,

m∑

k=1

Pij,k = 1, (4)

wherei, j, k = 1, ....,m. Thus each quadratic stochastic
operatorV can be uniquely defined by a cubic matrixP =
(Pij,k)m

i,j,k=1 with conditions (4). Note that each element
x ∈ Sm−1 is a probability distribution onE = {1, ..., m}.
The population evolves by starting from an arbitrary state
(probability distribution onE) x ∈ Sm−1 then passing to
the stateV (x) (in the next ”generation”), then to the state
V (V (x)) = V 2(x), and so on.

For a givenx(0) ∈ Sm−1 the trajectory (orbit)

{x(n)}, n = 0, 1, 2, ... of x(0)

under the action of QSO (3) is defined by

x(n+1) = V (x(n)), where n = 0, 1, 2, ...

One of the main problem in mathematical biology con-
sists in the study of the asymptotical behavior of the trajec-
tories. The difficulty of the problem depends on given ma-
trix P. For the brief history of (particularly) studied QSOs
see [11], [13].

The Volterra operators.(see [3]-[5]) A Volterra QSO
is defined by (3), (4) and the additional assumption

Pij,k = 0, if k 6∈ {i, j}, ∀i, j, k ∈ E. (5)

The biological treatment of condition (5) is clear: The
offspring repeats the genotype of one of its parents. In [3]
the general form of Volterra QSO

V : x = (x1, ..., xm) ∈ Sm−1 →

V (x) = x′ = (x′1, ..., x
′
m) ∈ Sm−1

is given

x′k = xk

(
1 +

m∑

i=1

akixi

)
, (6)

where

aki = 2Pik,k − 1 for i 6= k and aii = 0, i ∈ E.

Moreover
aki = −aik and |aki| ≤ 1.

In [3],[4] the theory of QSO (6) was developed by us-
ing theory of the Lyapunov function and tournaments. But
non-Volterra QSOs (i.e. which do not satisfy the condition
(5)) were not in completely studied. Because there is no
any general theory which can be applied for investigation
of non-Volterra operators.

In this paper we consider the following class of non-
Volterra operators.

`-Volterra QSO.Fix ` ∈ E and assume that elements
Pij,k of the matrixP satisfy

Pij,k = 0 if k 6∈ {i, j} for any k = 1, ..., `; i, j ∈ E;(7)

Pij,k > 0 for at least one pair(i, j), i 6= k, j 6= k (8)

for anyk ∈ {` + 1, ..., m}.
Definition 1.For any fixed̀ ∈ E, the QSO defined by (3),
(4), (7) and (8) is called̀-Volterra QSO.

Denote byV` the set of all̀ -Volterra QSOs.

Remark.1. The biological treatment of the condition (7) is
that only first` offsprings repeat the genotype of one of
their parents.

2. The condition (8) guarantees thatV`1

⋂V`2 = ∅ for
any`1 6= `2.

3. Note that̀ -Volterra QSO is Volterra if and only if
` = m.

4. The class of̀ -Volterra QSO for a giveǹ does not
coincide with a class of non-Volterra QSOs mentioned in
[11], [13].

3. Lyapunov functions of`-Volterra QSO

Let k ∈ {1, ..., `} thenPkk,i = 0 for i ≤ `, i 6= k and

m∑

i=1

Pkk,i = Pkk,k +
m∑

i=`+1

Pkk,i = 1.

UsingPij,k = Pji,k we get fork = 1, ..., `

x′k = xk


Pkk,kxk + 2

m∑
i=1
i 6=k

Pik,kxi


 =

xk


1 + (Pkk,k − 1)xk +

m∑
i=1
i6=k

(2Pik,k − 1)xi


 .

Denoteaki = 2Pik,k − 1, k 6= i andakk = Pkk,k − 1
then we obtain

V :





x′k = xk (1 +
∑m

i=1 akixi) , k = 1, ..., `

x′k = xk (1 +
∑m

i=1 akixi)+
∑m

i,j=1
i 6=k
j 6=k

Pij,kxixj , k = ` + 1, ...,m.

(9)
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Note that
akk ∈ [−1, 0]; |aki| ≤ 1;

aki + aik = 2(Pik,i + Pik,k)− 2 ≤ 0, i, k ∈ E. (10)

Remark.Note that for Volterra case (` = m) one hasakk =
0 andaki + aik = 0 i.e fixed (see [3],[4]) but (10) shows
that in our case (̀< m) one hasakk ∈ [−1, 0] andaki +
aik ∈ [−2, 0] i.e vary on the uncountable sets. In spite of
this generality, we show that methods of [3]-[5] work for
`-Volterra QSOs.

Lemma 1.If ∃k0 ∈ {1, ..., `} andδ ≤ 0 such thatak0i <
δ for anyi ∈ E then

Pδ =
{
p = (p1, ..., p`) ∈ S`−1 :

∑̀

k=1

akipk < δ, for any i ∈ E

}
6= ∅.

Proof.It is easy to see that

e(k0) = (0, ..., 0, e
(k0)
k0

= 1, 0, ..., 0) ∈ Pδ.

Thus for sufficiently smallε we have
{

p ∈ S`−1 : ‖p− e(k0)‖ < ε
}
⊂ Pδ,

where‖p − e(k0)‖ = maxi |pi − e
(k0)
i |. Indeedε can be

chosen as follows. Takep = (p1, ..., p`) with pk0 = 1 −
ε,

∑`
i=1

i 6=k0
pi = ε then‖p− e(k0)‖ ≤ ε and

∑̀

k=1

akipk ≤
{

max
k∈{1,...,`}

k 6=k0

aki

} ∑̀
k=1

k 6=k0

pk + ak0i(1− ε) ≤

{
max

k∈{1,...,`}
k 6=k0

{aki, 0} − ak0i

}
ε + ak0i < δ

for anyi ∈ E if

ε < min
i∈E

δ − ak0i

max k∈{1,...,`}
k 6=k0

{aki, 0} − ak0i
.

This completes the proof.

Let{x(n)}∞n=1 be the trajectory of the pointx0 ∈ Sm−1

under operator (9). Denote byω(x0) the set of limit points
of the trajectory. Since{x(n)} ⊂ Sm−1 andSm−1 is com-
pact, it follows thatω(x0) 6= ∅. Obviously, if ω(x0) con-
sists of a single point, then the trajectory converges, and
ω(x0) is a fixed point of (9). However, looking ahead, we
remark that convergence of the trajectories is not the typ-
ical case for the dynamical systems (9). Therefore, it is of
particular interest to obtain an upper bound forω(x0), i.e.,
to determine a sufficiently ”small” set containingω(x0).

Denote

intSm−1 = {x ∈ Sm−1 :
m∏

i=1

xi > 0}.

Definition 2.A continuous functionϕ : intSm−1 → R is
called a Lyapunov function for the dynamical system (9) if
the limit limn→∞ ϕ(x(n)) exists for any initial pointx0.

Obviously, if limn→∞ ϕ(x(n)) = c, then ω(x0) ⊂
ϕ−1(c). Consequently, for an upper estimate ofω(x0) we
should construct Lyapunov functions that are as large as
possible.

Theorem 1.If ∃k0 ∈ {1, ..., `} such thatak0i < 0 for any
i ∈ E andp = (p1, ..., p`) ∈ P0 thenϕp(x) = xp1

1 ...xp`

`
is a Lyapunov function for (9).

Proof.Computeϕp(V x):

ϕp(V x) =
∏̀

k=1

xpk

k

(
1 +

m∑

i=1

akixi

)pk

=

ϕp(x)
∏̀

k=1

(
1 +

m∑

i=1

akixi

)pk

.

Using Young’s inequality

bp1
1 ...bp`

` ≤ p1b1 + ... + p`b`,

wherebi > 0 andpi ≥ 0,
∑`

i=1 pi = 1 we obtain

ϕp(V x) ≤ ϕp(x)

(
1 +

m∑

i=1

(∑̀

k=1

akipk

)
xi

)
.

Sincep ∈ P0 we have
∑`

k=1 akipk < 0 for anyi ∈ E.
Consequentlyϕ(V x) < ϕ(x).

Theorem 2.If aki < 0 for anyk = 1, ..., r, (r ≤ `) and
i = r + 1, ..., m then

ϕ(x) = x1 + ... + xr, x = (x1, ..., xm) ∈ intSm−1

is a Lyapunov function for (9). Moreover
∑∞

n=0 ϕ(x(n)) <

+∞ for any trajectory{x(n)}.
Proof.Computeϕ(V x) according (9):

ϕ(V x) =
r∑

k=1

x′k = ϕ(x) +
r∑

k=1

(
m∑

i=1

akixi

)
xk. (11)

Sinceakk ∈ [−1, 0], aki + aik ≤ 0 (see (10)), it follows
that

r∑

k=1

r∑

i=1

akixkxi =
r∑

k=1

akkx2
k+

∑

1≤k<i≤r

(aki + aik)xkxi ≤ 0.

Therefore, by (11) we have

ϕ(V x) ≤ ϕ(x) +
r∑

k=1

(
m∑

i=r+1

akixi

)
xk. (12)
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Let
α = min

k∈{1,...,r}
i∈{r+1,...,m}

{−aki},

sinceα > 0, (12) gives us

ϕ(V x) ≤ ϕ(x)− α

r∑

k=1

(
m∑

i=r+1

xi

)
xk =

ϕ(x)[1− α + αϕ(x)]. (13)

For anyx0 ∈ intSm−1 we haveϕ(x0) < 1. Since
α ≤ 1, it follows 1 − α + αϕ(x0) < 1. Therefore, it
follows from (13) that the inequality

ϕ(x(n+1)) ≤ ϕ(x(n))[1− α + αϕ(x(n))] ≤
ϕ(x0)[1− α + αϕ(x0)]n

holds along the trajectory{x(n)}. Thus,ϕ(x(n)) → 0 and
also

∑∞
n=0 ϕ(x(n)) < +∞.

It is known (see [9]) that ifan andbn are two bounded
sequences of nonnegative numbers and ifan+1 ≤ an +bn,
n = 1, 2, ... then it follows frombn → 0 that {an} is
dense in[liman, liman]. Moreover, if

∑∞
n=1 bn < +∞,

thenlimn→∞ an exists.
Below we use this fact to construct new Lyapunov func-

tions.

Theorem 3.If conditions of Theorem 2 are satisfied then

ψp(x) = xp1
1 ...xpr

r , r ≤ `, x = (x1, ..., xm) ∈ intSm−1

is a Lyapunov function of (9) for anyp = (p1, ..., pr) ∈
Sr−1.

Proof.Using Young’s inequality, we get

ψp(x′) ≤ ψp(x)
r∑

k=1

(
1 +

m∑

i=1

akixi

)
pk =

ψp(x)

(
1 +

r∑

k=1

(
m∑

i=1

akixi

)
pk

)
. (14)

By conditions we have

r∑

k=1

r∑

i=1

akipkxi ≤
r∑

i=1

xi;
r∑

k=1

m∑

i=r+1

akipkxi ≤ 0.

Hence by (14) we get

ψp(x′) ≤ ψp(x)

(
1 +

r∑

k=1

xk

)
.

Consequently, along any trajectory{x(n)} we have

ψp(x(n+1)) ≤ ψp(x(n))
(
1 + ϕ(x(n))

)
, (15)

whereϕ(x(n)) =
∑r

k=1 x
(n)
k . According to Theorem 2,

the series
∑∞

n=0 ϕ(x(n)) converges, and so it follows from
(15) thatlimn→∞ ψp(x(n)) exists along any trajectory.

Remark.When the functionsϕp andψp are extended from
intSm−1 to Sm−1 the expression00 can arise, and we set
it equal to 1.

Now we shall describe Lyapunov functions of other
forms.

Theorem 4.If there existsp ∈ {1, ..., `} and q ∈ E such
thatapi − aqi ≤ 0 for anyi ∈ E then

fpq(x) =
xp

xq
, x = (x1, ..., xm) ∈ intSm−1

is a Lyapunov functions of (9). Moreoverfpq(x) is mono-
tonically decreasing along the trajectory{x(n)}, where
x0 ∈ intSm−1 andx0 6= V (x0).

Proof.We have

fpq(x′) =
x′p
x′q

= fpq(x)×

1 +
∑m

i=1 apixi

1 +
∑m

i=1 aqixi + 1{q>`}x
−1
q

∑m
i,j=1

i 6=q,j 6=q
Pij,qxixj

, (16)

where1{q>`} = 0 (resp. =1) if q ≤ ` (resp.q > `).
Clearly,

1{q>`}x−1
q

m∑
i,j=1

i 6=q,j 6=q

Pij,qxixj ≥ 0, for anyx ∈ intSm−1.

Consequently, from (16) by condition of theorem we get

fpq(x′) ≤ αfpq(x), (17)

where

α = max
x∈intSm−1

1 +
∑m

i=1 apixi

1 +
∑m

i=1 aqixi
≤ 1.

This impliesfpq(x(n+1)) < fpq(x(n)), n ≥ 0. Thus se-
quencefpq(x(n)) is a monotonically decreasing. Since it
is bounded we conclude thatfpg is a Lyapunov function.

Remark.The Lyapunov functions mentioned in Theorems
1,2 and 4 are monotonically decreasing along any trajec-
tory. Note that under conditions of Theorem 4 we can also
construct the functionf+

qp(x) = xq

xp
which is monoton-

ically increasing along any trajectory{x(n)} with x0 ∈
intSm−1. But the limit limn→∞ f+

qp(x
(n)) can be equal to

+∞.

4. Upper estimations ofω(x0)

In this section we shall apply the Lyapunov functions de-
scribed in the previous section to obtain an upper bound of
ω(x0). Denote byFix(V ) the set of all fixed points of the
operator (9) i.e.

Fix(V ) = {x ∈ Sm−1 : V (x) = x}.
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Theorem 5.If there existsk0 ∈ {1, ..., `} andδ > 0 such
thatak0i < −δ for anyi ∈ E then forx0 /∈ Fix(V ),

ω(x0) ⊂ {x ∈ Sm−1 :
∏̀

i=1

xi = 0}.

Proof.Consider Lyapunov functionϕp(x) =
∏`

i=1 xpi

i for
p ∈ Pδ. By proof of Theorem 1 we have

ϕp(V x) < (1− δ)ϕp(x), δ > 0.

Iterating this inequality we obtain

ϕp(x(n)) < (1− δ)nϕp(x0).

Hence

lim
n→∞

ϕp(x(n)) = lim
n→∞

∏̀

i=1

(x(n)
i )pi = 0.

This completes the proof.

As a corollary of Theorem 2 we have

Theorem 6.Suppose conditions of Theorem 2 are satisfied.
If i ∈ {1, ..., r} thenx

(n)
i → 0, at the rate of a geometric

progression asn →∞.

This Theorem gives the estimationω(x0) ⊂ Sm−r−1,
whereSm−r−1 is the face ofSm−1 spanned by the ver-
tices e(r+1) = (0, ..., 0, er+1 = 1, 0, ..., 0),..., e(m) =
(0, ..., 0, 1).

If in Theorem 4 we consider more stronger condition
i.e.api − aqi < 0 instead ofapi − aqi ≤ 0, for anyi ∈ E.
Then we get (17) withα < 1. In this case it follows that
fpq(x(n)) → 0. Using the fact that0 < x

(n)
q < 1, we get

x
(n)
p → 0. This enables us to get a more precise estimate

for ω(x0) : it is a subset of the simplexSm−1 with xp = 0
wherep ∈ {1, ..., `} such that there existsq = q(p) ∈ E
which satisfies conditions of Theorem 4.

By these results and results of [12] we make following
remarks.

Remark.1. For Volterra operators the estimateω(x0) ⊂
Sm−r−1 can be improved to the estimation

ω(x0) ⊂ ∂Sm−r−1 = {x ∈ Sm−r−1 :
m−r−1∏

i=1

xi = 0}

(see [3]). In general, if̀ < m then such an improvement
is impossible.

2. If ` ≤ m − 2 then `-Volterra operators can have
cyclic trajectories this is quite different behavior from the
behavior of Volterra operators, since Volterra operators have
no cyclic trajectories.

3. One of the main goal by introducing the notion of
`-Volterra operators was to give an example of QSO which
has more rich dynamics than Volterra QSO. It is well known

[3], [5] that for Volterra operators (see (6)) ifaij 6= 0 (i 6=
j) then for any non-fixed initial pointλ0 the setω(λ0)
of all limit points of the trajectory{λ(n)} is subset of the
boundary of simplex. But for̀-Volterra operators, in gen-
eral, the limit set can be subset of the inside of simplex.

4. It is known [3] that Volterra operators are homomor-
phisms. Consequently, for any initial pointx0 ∈ Sm−1

the ”negative” trajectory{V −n(x0)}, n = 0, 1, 2, ... ex-
ists. Moreover the negative trajectories always converge.
But such kind of result is not true for`-Volterra operators.

5. The fixed points of the operator (9)

It is easy to see that a vertexe(i) = (0, ..., 0, 1i, 0, ..., 0) of
Sm−1 is a fixed point ofV iff Pii,i = 1. We consider the
question of the existence of other fixed points.

For j ∈ E denote

Xj =
{
x ∈ Sm−1 : x′k = V (x)k = xk, k = 1, ..., j

}
.

Note thatXm−1 = Xm = Fix(V ) andXj ⊂ Xj−1

for anyj = 1, ..., m− 1.
It is easy to see thatx ∈ X` if and only if

xk

m∑

i=1

akixi = 0, k = 1, ..., `. (18)

Setsupp`x = {i ∈ {1, ..., `} : xi 6= 0} then equations
(18) are equivalent to the following

supp`x ∩ supp`Ax = ∅, (19)

whereA = (aij)m
i,j=1 is m×m matrix withaij defined in

(10).

Lemma 2.If x, y ∈ X` andsupp`x = supp`y thenλx +
(1− λ)y ∈ X` for anyλ ∈ [0, 1].

Proof.By (19) andsupp`x = supp`y we have

supp`x ∩ (supp`Ax ∪ supp`Ay) = ∅.
Sincesupp`(λu+(1−λ)v) ⊂ supp`u∪ supp`v we have

supp`(λx + (1− λ)y) ∩ supp`(λAx + (1− λ)Ay) ⊂
supp`x ∩ (supp`Ax ∪ supp`Ay) = ∅.

Henceλx + (1− λ)y ∈ X`.

For p, q, r ∈ E put ∆ = (apr − app)(aqr − aqq) −
(apr − apq)(aqr − aqp);

∆1 = aqrapq − apraqq; ∆2 = apraqp − aqrapp.

Theorem 7.If
(a) p, q, r ∈ E such that{p, q, r}∩{`+1, ...,m} con-

tains at most one element, sayr;
(b)Pij,k = 0 for anyi, j ∈ {p, q, r}, k ∈ {`+1, ...,m}\

{p, q, r};
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(c) ∆ 6= 0, sign(∆) = sign(∆1) = sign(∆2) =
sign(∆−∆1 −∆2).

Then the interior of the two-dimensional faceS2
pqr span-

ned by the verticese(p), e(q) and e(r) of Sm−1 contains
exactly one fixed point ofV .

Proof.Under conditions (a) and (b) the restriction ofV (see
(9)) to the faceS2

pqr has the form

x′p = xp (1 + appxp + apqxq + aprxr) ,

x′q = xq (1 + aqpxp + aqqxq + aqrxr) ,

x′r = xr (1 + arpxp + arqxq + arrxr)+

Ppp,rx
2
p + 2Ppq,rxpxq + Pqq,rx

2
q.

(20)

Usingxp+xq+xr = 1, xpxqxr > 0 and (20) the equation
V (x) = x onS2

pqr can be written as

(apr − app)xp + (apr − apq) xq = apr,

(aqr − aqp) xp + (aqr − aqq) xq = aqr.
(21)

Elementary computations show thatx∗ = (x∗1, ..., x
∗
m),

where

x∗p =
∆1

∆
, x∗q =

∆2

∆
, x∗r =

∆−∆1 −∆2

∆
,

and all the rest of the coordinates are zero, is a fixed point
of V . It follows from condition (c) thatx∗p, x

∗
q , x

∗
r > 0.

Therefore,x∗ is a fixed point satisfying the condition of the
theorem. Uniqueness is verified by a simple computation.

Example. Considerm = 5, ` = 2 and the following
2-Volterra operator

x′1 = x1

(
1 +

∑5
i=1 a1ixi

)
,

x′2 = x2

(
1 +

∑5
i=1 a2ixi

)
,

x′3 = x3

(
1 +

∑5
i=1 a3ixi

)
+ P55,3x

2
5,

x′4 = x4

(
1 +

∑5
i=1 a4ixi

)
+

P11,4x
2
1 + 2P12,4x1x2 + P22,4x

2
2,

x′5 = x5

(
1 +

∑5
i=1 a5ixi

)
+

P33,5x
2
3 + 2P13,5x1x3 + 2P23,5x2x3.

(22)

It is easy to see that the operator (22) satisfies condi-
tions (a) and (b) of Theorem 7 withp = 1, q = 2, r = 4.
Condition (c) of Theorem 7 is necessary and sufficient for
the existence and uniqueness of solution to system (21).
One can check that the operator (22) satisfies the condition
(c), for example, ifP11,1 = P22,2 = a, P12,1 = P12,2 =
b, P14,1 = P24,2 = c, with a 6= 2b andc > 1/2. In this
case the unique fixed pointx∗ in the interior ofS2

124 is

x∗ =
(

1− 2c

a + 2b− 4c
,

1− 2c

a + 2b− 4c
, 0,

a + 2b− 2
a + 2b− 4c

, 0
)

.
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