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#### Abstract

In this paper we introduce the digital singular homology groups of the digital spaces topologized by the Khalimsky topology by constructing the digital standard $n$-simplexes. Then we'll compute the digital singular homology groups of some basic digital spaces up to the dimension 2 and investigate that the digital singular homology theory for the digital spaces is a functor from the category KDTC of KD-topological category to the category Ab of abelian groups.
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## 1 Introduction

The theory of homology was given by Poincaré [16] and many different homology theories (e.g. simplicial homology, singular homology, Čech homology, etc.) were developped by many mathematicians (e.g. Alexander, Čech, Eilenberg, Vietoris, etc.). Eilenberg and Steenrod [8] formally defined the features of homology theory by giving a set of certain axioms which a homology theory should satisfy. Simplicial homology was defined for the simplicial complexes and the homology groups depend only on the geometric realization of the simplicial complex.

Arslan et al. [2] introduce the digital simplicial homology groups of $n$-dimensional digital images. In the work of [6] the concept of the simplicial homology groups of digital images and the earlier definiton of Euler characteristics of digital images have been expanded and some certain minimal simple closed surfaces have been studied to compute their simplicial homology groups. In addition to those works, Karaca and Ege [7] investigate the Eilenberg-Steenrod axioms for the simplicial homology groups of digital images. They state the universal coefficient theorem for digital images and conclude that the Künneth formula for the simplicial homology doesn't hold and the Hurewicz theorem need not be hold in digital images.

For each dimension $n$, the singular homology counts the $n$-dimensional holes of a space. The resulting homology groups are the same for all homotopically equivalent spaces. The construction of the singular homology can be applied to all topological spaces and is preserved by the continuous functions. Thus, according to the category theory, homology group becomes a functor from the category of topological spaces to the category of graded abelian groups.

In this paper we define the digital standard $n$-simplexes and introduce the digital singular homology groups in digital spaces topologized by the Khalimsky topology. Then we'll compute the digital singular homology groups of some basic digital spaces up to the dimension 2 and investigate that the digital singular homology theory in digital spaces is a functor from the category KDTC of KD-topological category to the category Ab of abelian groups.

## 2 Preliminaries

Let $\mathbb{Z}$ be the set of integers and $X \subset \mathbb{Z}^{m}$ for some positive integer $m$. Let $\kappa$ indicates some adjacency relation for the members of $X$. The generalization of the adjacency is as follows [5]. Let $l, m$ be positive integers, $1 \leq l \leq m$ and two distinct points $p=\left(p_{1}, \ldots, p_{m}\right)$ and $q=\left(q_{1}, \ldots, q_{m}\right)$ in $\mathbb{Z}^{m}, p$ and $q$ are $k_{l}$-adjacent if there are at most $l$

[^0]distinct coordinates $j$ for which $\left|p_{j}-q_{j}\right|=1$, and for all other coordinates $j, p_{j}=q_{j}$. That is, two points $p$ and $q$ in $\mathbb{Z}$ are 2-adjacent if $q=p \pm 1$. Two points $p$ and $q$ in $\mathbb{Z}^{2}$ are 8 -adjacent if they are distinct and differ by at most 1 in each coordinate; they are 4 -adjacent if they are 8 -adjacent and differ in exactly one coordinate. Two points $p$ and $q$ in $\mathbb{Z}^{3}$ are 26-adjacent if they are distinct and differ by at most 1 in each coordinate; they are 18 -adjacent if they are 26 -adjacent and differ in at most two coordinates; they are 6 -adjacent if they are 18 -adjacent and differ in exactly one coordinate. We call the pair $(X, \kappa)$ as a digital image.

Let $\kappa$ be an adjacency relation defined on $\mathbb{Z}^{m}$ and $p$ be a point in $\mathbb{Z}^{m}$. Then the point in $\mathbb{Z}^{m}$ which is $\kappa$-adjacent to $p$ is called a $\kappa$-neighbor of $p$ [11]. Let $(X, \kappa)$ be a digital image in $\mathbb{Z}^{m}$. Then $X$ is $\kappa$-connected [14] if and only if for every pair of different points $p$ and $q$ in $X$, there is a sequence $\left\{p_{0}, p_{1}, \ldots, p_{s}\right\}$ of points of $X$ such that $p=p_{0}, q=p_{s}$ and $p_{i}$ and $p_{i+1}$ are $\kappa$-adjacent where $i \in\{0,1, \ldots, s-1\}[11]$. In this case, we call the sequence as $\kappa$-path between the points $p$ and $q$ in $X$. Let $\ell_{\kappa}(p, q)$ denote the length of a shortest $\kappa$-path between $p$ and $q$. If there is no $\kappa$-path between the points $p$ and $q$, take $\ell_{\kappa}(p, q)=\infty$. Then, let

$$
N_{\kappa}(p, \varepsilon):=\left\{q \in X: \ell_{\kappa}(p, q) \leq \varepsilon\right\} \cup\{p\}
$$

where $\varepsilon \in \mathbb{N}$ [9].
For each $m \in \mathbb{Z}$, define the sets

$$
B(m)= \begin{cases}\{m\}, & \text { if } \mathrm{m} \text { is odd } \\ \{m-1, m, m+1\}, & \text { if } \mathrm{m} \text { is even }\end{cases}
$$



Fig. 1: The illustration of $B(m)$

Then the collection

$$
\mathscr{B}=\{B(n): n \in \mathbb{Z}\}
$$

is a basis for a topology on $\mathbb{Z}$ and the topology generated by this basis is called Khalimsky digital line topology [12]. Note that the product topology on $\mathbb{Z}^{m}$ for $m>1$ is the topology generated by the basis

$$
\mathscr{B}=\left\{\prod_{i=1}^{m} B\left(n_{i}\right): \text { each } B\left(n_{i}\right) \text { is a basis in } \mathbb{Z}\right\}
$$

Let $(X, \kappa)$ be a digital image in $\mathbb{Z}^{m}$. Then $X$ has the subspace topology inherited from $\mathbb{Z}^{m}$ where the basis of
the subspace topology is

$$
\mathscr{B}=\left\{X \cap \prod_{i=1}^{m} B\left(n_{i}\right): \text { each } B\left(n_{i}\right) \text { is a basis in } \mathbb{Z}\right\} .
$$

We will denote such spaces by $\left(X_{m, \kappa}, \tau_{X}\right)$.
If $\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right)$ is a space and $x$ is a point in $\left(X_{m, \kappa}, \tau_{X}\right)$, then a neighbourhood of $x$ is a subset $O_{x}$ of $X$ that includes an open set $U$ containing $x$. Let $\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right)$ and $\left(Y_{m_{2}, \kappa_{2}}, \tau_{Y}\right)$ be spaces and let

$$
f:\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right) \rightarrow\left(Y_{m_{2}, \kappa_{2}}, \tau_{Y}\right)
$$

be a function. Then we say that $f$ is continuous at $x$ [10], if for all open subsets $O_{f(x)}$ of $Y$ containing $f(x)$, the preimage of the open set $O_{f(x)}$ is an open subset of $X$ containing $x$.

Definition 2.1. [10] Let $f:\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right) \rightarrow\left(Y_{m_{2}, \kappa_{2}}, \tau_{Y}\right)$ be a function. If

1. $f$ is continuous at $x$ and
2. for any $N_{\kappa_{2}}(f(x), \varepsilon) \subset Y$, there is $N_{\kappa_{1}}(x, \delta) \subset X$ such that $f\left(N_{\kappa_{1}}(x, \delta)\right) \subset N_{\kappa_{2}}(f(x), \varepsilon)$, where $\varepsilon, \delta \in \mathbb{N}$,
then we say that $f$ is $K D-\left(\kappa_{1}, \kappa_{2}\right)$ continuous function at $x \in X$. Moreover if $f$ is $\operatorname{KD}-\left(\kappa_{1}, \kappa_{2}\right)$ continuous at any point in $X$, the we call $f$ as a $K D-\left(\kappa_{1}, \kappa_{2}\right)$ continuous.

A KD- $\left(\kappa_{1}, \kappa_{2}\right)$-continuous bijective function is $K D-\left(\kappa_{1}, \kappa_{2}\right)$-isomorphism [10], if the inverse of $f$ is KD-( $\left.\kappa_{2}, \kappa_{1}\right)$-continuous.

Let $S$ be a set of nonempty subsets of a digital image $(X, \kappa)$. We call the members $s$ of $S$ as the simplices of $(X, \kappa)[18]$ if the following two statements hold:

1. if $p$ and $q$ are two distinct points of $S$, then they are $\kappa$-adjacent,
2. if $s \in S$ and $\emptyset \neq t \subset s$, then $t \in S$.

If the number of elements of $S$ is $n+1$, then $S$ is called an $n$-simplex.

Let $(K, \kappa)$ be a finite collection of digital $n$-simplices ranging over $0 \leq n \leq d$ for some integer $d$. Then $(K, \kappa)$ is called a finite digital simplicial complex [2] if
i) $S$ belongs to $K$, then every face of $S$ also belongs to $K$,
ii) $S$ and $P$ in $K$, then $S \cap P$ is either empty or a common face of $S$ and $P$.

The dimension of $K$ is the biggest integer $n$ such that $K$ has an $n$-simplex.

## 3 Digital Singular Homology Groups

For $n \geq 0$ let $e_{0}=(0, \ldots, 0)$ and for $1<i \leq n$, let

$$
e_{i}=\left(i_{1}, i_{2}, \ldots, i_{n}\right)
$$

be the point in $\mathbb{Z}^{n}$ where components of $e_{i}$ are defined by

$$
i_{m}= \begin{cases}1, & \text { if } m \leq i \\ 0, & \text { if } m>i\end{cases}
$$

For example in $\mathbb{Z}^{2}$,

$$
e_{0}=(0,0), \quad e_{1}=(1,0), \quad e_{2}=(1,1)
$$

and in $\mathbb{Z}^{3}$,
$e_{0}=(0,0,0), \quad e_{1}=(1,0,0), \quad e_{2}=(1,1,0), \quad e_{3}=(1,1,1)$.
We denote the digital standard $n$-simplex by

$$
\Delta^{n}=\left[e_{0}, e_{1}, \ldots, e_{n}\right] .
$$

## Example 3.1.

- For $n=0$, the Khalimsky topology on $\Delta^{0}=\left[e_{0}\right]$ is

$$
\tau_{\Delta^{0}}=\left\{\emptyset, \Delta^{0}\right\}
$$

- For $n=1$, the Khalimsky topology on $\Delta^{1}=\left[e_{0}, e_{1}\right]$ is

$$
\tau_{\Delta^{1}}=\left\{\emptyset, \Delta^{1},\left\{e_{1}\right\}\right\}
$$

- For $n=2$, the Khalimksy topology on $\Delta_{2}=\left[e_{0}, e_{1}, e_{2}\right]$ is

$$
\tau_{\Delta^{2}}=\left\{\emptyset, \Delta^{2},\left\{e_{2}\right\},\left\{e_{1}, e_{2}\right\}\right\} .
$$

- For $n=3$, the Khalimsky topology on $\Delta^{3}=\left[e_{0}, e_{1}, e_{2}, e_{3}\right]$ is

$$
\tau_{\Delta^{3}}=\left\{\emptyset, \Delta^{3},\left\{e_{3}\right\},\left\{e_{2}, e_{3}\right\},\left\{e_{1}, e_{2}, e_{3}\right\}\right\}
$$



Fig. 2: $\Delta^{0}, \Delta^{1}, \Delta^{2}$ and $\Delta^{3}$

We give a linear ordering of its vertices, called orientation. In that case, let

$$
e_{0}<e_{1}<\ldots<e_{n}
$$

be the orientation of $\Delta^{n}=\left[e_{0}, e_{1}, \ldots, e_{n}\right]$. Under this orientation, the induced orientation of its faces defined by orienting the ith face in the sense

$$
(-1)^{i}\left[e_{0}, \ldots, \widehat{e_{i}}, \ldots, e_{n}\right]
$$

where $\widehat{e}_{i}$ means that it is deleted and $-\left[e_{0}, \ldots, \widehat{e}_{i}, \ldots, e_{n}\right]$ is the ith face with orientation opposite to the one with the vertices ordered as $e_{0}<e_{1}<\ldots<e_{n}$. Then the boundary of $\Delta^{n}$ is

$$
\cup_{i=1}^{n}\left[e_{0}, \ldots, \widehat{e}_{i}, \ldots, e_{n}\right]
$$

and the oriented boundary of $\Delta^{n}$ is

$$
\cup_{i=1}^{n}(-1)^{i}\left[e_{0}, \ldots, \widehat{e}_{i}, \ldots, e_{n}\right]
$$

Definition 3.2. Let $\left(X_{m, \kappa}, \tau_{X}\right)$ be a digital space. A digital singular $n$-simplex in $X$ is a KD - $\left(3^{n}-1, \kappa\right)$-continuous map

$$
\sigma^{n}: \Delta^{n} \rightarrow X
$$

For $n \geq 0$, let $S_{n}(X)$ denote the free abelian group with basis of all digital singular $n$-simplexes in a digital space $X$ and define

$$
S_{-1}(X)=0
$$

The elements of $S_{n}(X)$ are called the digital singular $n$-chains in $X$.

Let $\varepsilon_{i}:=\varepsilon_{i}^{n}: \Delta^{n-1} \rightarrow \Delta^{n}$ to be a map taking the vertices $\left\{e_{0}, e_{1}, \ldots, e_{n-1}\right\}$ to the vertices $\left\{e_{0}, \ldots, \widehat{e}_{i}, \ldots, e_{n}\right\}$ and preserving the orderings.

Note that the superscript $n$ indicates that the target of $\varepsilon_{i}^{n}$ is $\Delta^{n}$. We call $\varepsilon_{i}$ as ith face map.

For instance, there are 4 face maps

$$
\varepsilon_{i}^{3}: \Delta^{2} \rightarrow \Delta^{3}
$$

such that

- $\varepsilon_{0}:\left[e_{0}, e_{1}, e_{2}\right] \mapsto\left[e_{1}, e_{2}, e_{3}\right]$
- $\varepsilon_{1}:\left[e_{0}, e_{1}, e_{2}\right] \mapsto\left[e_{0}, e_{2}, e_{3}\right]$
- $\varepsilon_{2}:\left[e_{0}, e_{1}, e_{2}\right] \mapsto\left[e_{0}, e_{1}, e_{3}\right]$
$\bullet \varepsilon_{3}:\left[e_{0}, e_{1}, e_{2}\right] \mapsto\left[e_{0}, e_{1}, e_{2}\right]$.

Definition 3.3. Let $\left(X_{m, \kappa}, \tau_{X}\right)$ be a space. If $\sigma^{n}: \Delta^{n} \rightarrow X$ is a singular digital $n$-simplex, then its boundary is

$$
\partial_{n}\left(\sigma^{n}\right)=\sum_{j=0}^{n}(-1)^{j} \sigma^{n} \varepsilon_{j}^{n} \in S_{n-1}(X)
$$

and if $n=0$, define

$$
\partial_{0}\left(\sigma^{n}\right)=0
$$

By the linearity of $\partial_{n}$, note that for each $n \geq 0$, there is a unique homomorphism

$$
\partial_{n}: S_{n} \rightarrow S_{n-1}(X)
$$

with

$$
\partial_{n}\left(\sigma^{n}\right)=\sum_{j=0}^{n}(-1)^{j} \sigma^{n} \varepsilon_{j}^{n}
$$

for every singular digital $n$-simplex $\sigma^{n}$ in $X$.

Definition 3.4. The homomorphisms

$$
\partial_{n}: S_{n}(X) \rightarrow S_{n-1}(X)
$$

are called boundary operators. For each digital space $\left(X_{m, \kappa}, \tau_{X}\right)$, a sequence of free abelian groups and homomorphisms

$$
\begin{aligned}
& \cdots \xrightarrow{\partial_{n+1}} S_{n}(X) \xrightarrow{\partial_{n}} S_{n-1}(X) \xrightarrow{\partial_{n-1}} \ldots \xrightarrow{\partial_{2}} S_{1}(X) \\
& \xrightarrow{\partial_{1}} S_{0}(X) \xrightarrow{\partial_{0}} 0
\end{aligned}
$$

called the digital singular complex of the digital space $\left(X_{m, \kappa}, \tau_{X}\right)$ and it is denoted by $S_{*}(X)$.

Lemma 3.5. If $k<j$, then face maps satisfy

$$
\varepsilon_{j}^{n+1} \varepsilon_{k}^{n}=\varepsilon_{k}^{n+1} \varepsilon_{j-1}^{n}
$$

Theorem 3.6. For all $n \geq 0$, we have $\partial_{n} \partial_{n+1}=0$.
Proof. It suffices to show that $\partial_{n} \partial_{n+1}(\sigma)=0$ for the generators $\sigma \in S_{n+1}(X)$.

$$
\begin{aligned}
\partial_{n} \partial_{n+1}(\sigma) & =\partial_{n}\left(\sum_{j=0}^{n+1}(-1)^{j} \sigma \varepsilon_{j}^{n+1}\right) \\
& =\sum_{k=0}^{n}(-1)^{k} \sum_{j=0}^{n+1}(-1)^{j} \sigma \varepsilon_{j}^{n+1} \varepsilon_{k}^{n} \\
& =\sum_{j, k}(-1)^{j+k} \sigma \varepsilon_{j}^{n+1} \varepsilon_{k}^{n} \\
& =\sum_{j \leq k}(-1)^{j+k} \sigma \varepsilon_{j}^{n+1} \varepsilon_{k}^{n}+\sum_{k<j}(-1)^{j+k} \sigma \varepsilon_{j}^{n+1} \varepsilon_{k}^{n} \\
& =\sum_{j \leq k}(-1)^{j+k} \sigma \varepsilon_{j}^{n+1} \varepsilon_{k}^{n}+\sum_{k<j}(-1)^{j+k} \sigma \varepsilon_{k}^{n+1} \varepsilon_{j-1}^{n}
\end{aligned}
$$

In the second sum of the right-hand side of the equation, take $p=k$ and $q=j-1$. Then

$$
\begin{aligned}
\partial_{n} \partial_{n+1}(\sigma)= & \sum_{j \leq k}(-1)^{j+k} \sigma \varepsilon_{j}^{n+1} \varepsilon_{k}^{n} \\
& +\sum_{p \leq q}(-1)^{p+q+1} \sigma \varepsilon_{p}^{n+1} \varepsilon_{q}^{n}
\end{aligned}
$$

We see that each term $\sigma \varepsilon_{j}^{n+1} \varepsilon_{k}^{n}$ occurs twice. From the opposite signs of these sums terms cancel in pairs.

Definition 3.7. In a digital space $\left(X_{m, \kappa}, \tau_{X}\right)$, the group of the digital singular $n$-cyles is the kernel of the boundary operator $\partial_{n}$

$$
Z_{n}(X):=\text { Kernel } \partial_{n}
$$

and the group of the digital singular $n$-boundaries is the image of the boundary operator $\partial_{n+1}$ in $X$ is

$$
B_{n}(X):=\text { Image } \partial_{n+1}
$$

Note that as $\partial_{n} \partial_{n+1}=0$, for every digital space $\left(X_{m, \kappa}, \tau_{X}\right)$ and $n \geq 0$, we have

$$
B_{n}(X) \subset Z_{n}(X) \subset S_{n}(X)
$$

Definition 3.8. For each $n \geq 0$, the $n$th digital singular homology group of a digital space $\left(X_{m, \kappa}, \tau_{X}\right)$ is

$$
H_{n}(X):=\frac{Z_{n}(X)}{B_{n}(X)}=\frac{\text { Kernel } \partial_{n}}{\text { Image } \partial_{n+1}}
$$

The coset $z_{n}+B_{n}(X)$ where $z_{n} \in Z_{n}(X)$ is called the homology class of $z_{n}$ and it is denoted by $\overline{z_{n}}$.

Theorem 3.9. Let $X=\{x\}$ be a one point space in $\mathbb{Z}^{m}$. Then for all $n>0$,

$$
H_{n}(X)=0
$$

Proof. Since $X$ is a one point space, there will be only one digital singular $n$-simplex

$$
\sigma^{n}: \Delta^{n} \rightarrow X
$$

which is the constant map for all $n \geq 0$. Therefore

$$
S_{n}(X) \cong \mathbb{Z}
$$

Computing the boundary operations

$$
\partial_{n}\left(\sigma^{n}\right)=\sum_{i=0}^{n}(-1)^{i} \sigma^{n} \varepsilon_{i}=\sum_{i=0}^{n}(-1)^{i} \sigma^{n-1}
$$

yields that

$$
\partial_{n}\left(\sigma^{n}\right)= \begin{cases}0, & n \text { is odd } \\ \sigma^{n-1}, & n \text { is even and positive }\end{cases}
$$

Therefore if $n$ is odd, then

$$
S_{n}(X)=\operatorname{Ker} \partial_{n}=Z_{n}(X)
$$

and since $n+1$ is even, $\partial_{n+1}$ will be an isomorphism, so that

$$
S_{n}(X)=\text { Image } \partial_{n+1}=B_{n}(X)
$$

Thus $H_{n}(X)=0$.

If $n$ is even then $\partial_{n}$ will be an isomorphism so that

$$
S_{n}(X)=\text { Kernel } \partial_{n}=0
$$

Thus $H_{n}(X)=0$ as well.
Theorem 3.10. Let $X=\{a=(0,0), b=(1,0), c=(1,1)\}$ be a subset of $\mathbb{Z}^{2}$ as shown in the Figure 3. Then the digital singular homology groups of $X$ up to the dimension 2 are as follows:

$$
H_{0}(X) \cong \mathbb{Z}, \quad H_{1}(X)=0, \quad H_{2}(X)=0
$$

Proof. We have already shown that the Khalimsky topology on $X$ is

$$
\tau_{X}=\{\emptyset, X,\{c\},\{b, c\}\} .
$$

Now we will compute the singular digital homology groups of $X$. The digital singular chain maps are as follows:


$$
\begin{aligned}
& \sigma_{7}^{3}: e_{0} \mapsto b \\
& e_{1} \mapsto b \\
& e_{2} \mapsto b \\
& e_{3} \mapsto c
\end{aligned}
$$

$$
\sigma_{8}^{3}: e_{0} \mapsto a
$$

$$
\sigma_{9}^{3}: e_{0} \mapsto b
$$

$S_{0}(X)$ has for a

$$
e_{1} \mapsto c
$$

$$
e_{1} \mapsto c
$$

basis

$$
\sigma_{2}^{0}: e_{0} \mapsto b \quad \sigma_{3}^{0}: e_{0} \mapsto c
$$

$$
e_{2} \mapsto c
$$

$$
e_{2} \mapsto c
$$

$$
\sigma_{1}^{0}: e_{0} \mapsto a
$$

$$
e_{3} \mapsto c
$$

$S_{1}(X)$ has for a

$$
\sigma_{11}^{3}: e_{0} \mapsto a
$$

$$
\sigma_{12}^{3}: e_{0} \mapsto a
$$

basis

$$
\begin{array}{rrr}
\sigma_{1}^{1}: e_{0} \mapsto a & \sigma_{2}^{1}: e_{0} \mapsto b & \sigma_{3}^{1}: e_{0} \mapsto c \\
e_{1} \mapsto a & e_{1} \mapsto b & e_{1} \mapsto c \\
& & \\
\sigma_{4}^{1}: e_{0} \mapsto a & \sigma_{5}^{1}: e_{0} \mapsto a & \sigma_{6}^{1}: e_{0} \mapsto b \\
& e_{1} \mapsto b & e_{1} \mapsto c .
\end{array}
$$

$$
\begin{aligned}
\sigma_{10}^{3}: e_{0} & \mapsto a \\
e_{1} & \mapsto a \\
e_{2} & \mapsto b \\
e_{3} & \mapsto c
\end{aligned}
$$

$$
e_{1} \mapsto b
$$

$$
e_{1} \mapsto b
$$

$$
e_{2} \mapsto b
$$

$$
e_{2} \mapsto c
$$

$$
e_{3} \mapsto c
$$

$$
\sigma_{13}^{3}: e_{0} \mapsto a
$$

$$
\sigma_{14}^{3}: e_{0} \mapsto a
$$

$$
\sigma_{15}^{3}: e_{0} \mapsto b
$$

$$
e_{1} \mapsto a
$$

$$
e_{1} \mapsto b
$$

$S_{2}(X)$ has for a
basis

$$
\begin{array}{rrr}
\sigma_{1}^{2}: e_{0} \mapsto a & \sigma_{2}^{2}: e_{0} \mapsto b & \sigma_{3}^{2}: e_{0} \mapsto c \\
e_{1} \mapsto a & e_{1} \mapsto b & e_{1} \mapsto c \\
e_{2} \mapsto a & e_{2} \mapsto b & e_{2} \mapsto c \\
& & \\
\sigma_{4}^{2}: e_{0} \mapsto a & \sigma_{5}^{2}: e_{0} \mapsto a & \sigma_{6}^{2}: e_{0} \mapsto a \\
e_{1} \mapsto b & e_{2} \mapsto a & e_{1} \mapsto b \\
e_{2} \mapsto c & e_{1} \mapsto b & e_{2} \mapsto b
\end{array}
$$

$e_{1} \mapsto a$
$e_{2} \mapsto c$
$e_{2} \mapsto c$
$e_{2} \mapsto b$
$e_{3} \mapsto b$

It's easy to see that
$S_{0}(X) \cong \mathbb{Z}^{3}, \quad S_{1}(X) \cong \mathbb{Z}^{6}, \quad S_{2}(X) \cong \mathbb{Z}^{10}, \quad S_{3}(X) \cong \mathbb{Z}^{15}$.

Now we'll determine the cycles and the boundaries of each digital singular $n$-chains:

$$
\partial_{1}: S_{1}(X) \rightarrow S_{0}(X) .
$$

For $\sigma_{i}^{1} \in S_{1}(X)$, we have a differential map

$$
\partial_{1}\left(\sigma_{i}^{1}\right)=\sigma_{i}^{1}\left(e_{1}\right)-\sigma_{i}^{1}\left(e_{0}\right) \quad \text { for } i=1, \ldots, 6
$$

Indeed we see that

- $\partial_{1}\left(\sigma_{1}^{1}\right)=0$
- $\partial_{1}\left(\sigma_{2}^{1}\right)=0$
- $\partial_{1}\left(\sigma_{3}^{1}\right)=0$
- $\partial_{1}\left(\sigma_{4}^{1}\right)=\sigma_{2}^{0}-\sigma_{1}^{0}$
- $\partial_{1}\left(\sigma_{5}^{1}\right)=\sigma_{3}^{0}-\sigma_{1}^{0}$
- $\partial_{1}\left(\sigma_{6}^{1}\right)=\sigma_{3}^{0}-\sigma_{2}^{0}$.

Then we get Image $\partial_{1} \cong \mathbb{Z}^{2}$.
To determine the kernel of $\partial_{1}$, let

$$
\partial_{1}\left(\sum_{i=1}^{5} s_{i} \sigma_{i}^{1}\right)=0
$$

where $s_{i} \in \mathbb{Z}, i=1, \ldots, 6$. Since $\partial_{1}$ is linear,

$$
\sum_{i=1}^{6} s_{i} \partial_{1}\left(\sigma_{i}^{1}\right)=0
$$

Solving the equation

$$
s_{4}\left(\sigma_{2}^{0}-\sigma_{1}^{0}\right)+s_{5}\left(\sigma_{3}^{0}-\sigma_{1}^{0}\right)+s_{6}\left(\sigma_{3}^{0}-\sigma_{2}^{0}\right)=0
$$

we obtain

$$
s_{4}=-s_{5}=s_{6}
$$

Thus we conclude that Kernel $\partial_{1} \cong \mathbb{Z}^{4}$.
Now consider

$$
\partial_{2}: S_{2}(X) \rightarrow S_{1}(X)
$$

For $\sigma_{i}^{2} \in S_{2}(X)$ we have a differential map

$$
\partial_{2}\left(\sigma_{i}^{2}\right)=\sigma_{i}^{2}\left(\left[e_{1}, e_{2}\right]\right)-\sigma_{i}^{2}\left(\left[e_{0}, e_{2}\right]\right)+\sigma_{i}^{2}\left(\left[e_{0}, e_{1}\right]\right)
$$

for $i=1, \ldots, 10$. The following are observed:

- $\partial_{2}\left(\sigma_{1}^{2}\right)=\sigma_{1}^{1}-\sigma_{1}^{1}+\sigma_{1}^{1}=\sigma_{1}^{1}$
- $\partial_{2}\left(\sigma_{2}^{2}\right)=\sigma_{2}^{1}-\sigma_{2}^{1}+\sigma_{2}^{1}=\sigma_{2}^{1}$
- $\partial_{2}\left(\sigma_{3}^{2}\right)=\sigma_{3}^{1}-\sigma_{3}^{1}+\sigma_{3}^{1}=\sigma_{3}^{1}$
- $\partial_{2}\left(\sigma_{4}^{2}\right)=\sigma_{6}^{1}-\sigma_{5}^{1}+\sigma_{3}^{1}$
- $\partial_{2}\left(\sigma_{5}^{2}\right)=\sigma_{4}^{1}-\sigma_{4}^{1}+\sigma_{1}^{1}=\sigma_{3}^{1}$
- $\partial_{2}\left(\sigma_{6}^{2}\right)=\sigma_{2}^{1}-\sigma_{4}^{1}+\sigma_{4}^{1}=\sigma_{2}^{1}$
- $\partial_{2}\left(\sigma_{7}^{2}\right)=\sigma_{5}^{1}-\sigma_{5}^{1}+\sigma_{1}^{1}=\sigma_{1}^{1}$
- $\partial_{2}\left(\sigma_{8}^{2}\right)=\sigma_{3}^{1}-\sigma_{5}^{1}+\sigma_{5}^{1}=\sigma_{3}^{1}$
- $\partial_{2}\left(\sigma_{9}^{2}\right)=\sigma_{6}^{1}-\sigma_{6}^{1}+\sigma_{2}^{1}=\sigma_{2}^{1}$
- $\partial_{2}\left(\sigma_{10}^{2}\right)=\sigma_{3}^{1}-\sigma_{6}^{1}+\sigma_{6}^{1}=\sigma_{3}^{1}$.

Then we get Image $\partial_{2} \cong \mathbb{Z}^{4}$. To determine the kernel of $\partial_{2}$ we have

$$
\partial_{2}\left(\sum_{i=1}^{10} s_{i} \sigma_{i}^{2}\right)=0
$$

where $s_{i} \in \mathbb{Z}, i=1, \ldots, 10$. Since $\partial_{2}$ is linear, we have

$$
\sum_{i=1}^{10} s_{i} \partial_{2}\left(\sigma_{i}^{2}\right)=0
$$

Solving the equation

$$
\begin{aligned}
& \sigma_{1}^{1}\left(s_{1}+s_{5}+s_{7}\right)+\sigma_{2}^{1}\left(s_{2}+s_{6}+s_{9}\right)+\sigma_{3}^{1}\left(s_{3}+s_{8}+s_{10}\right) \\
& +\sigma_{4}^{1} s_{4}+\sigma_{5}^{1}\left(-s_{4}\right)+\sigma_{6}^{1}\left(s_{4}\right)=0
\end{aligned}
$$

we have

$$
\left.\begin{array}{rl}
s_{1}+s_{5}+s_{7} & =0 \\
s_{2}+s_{6}+s_{9} & =0 \\
s_{3}+s_{8}+s_{10} & =0 \\
s_{4} & =0
\end{array}\right\}
$$

So, Kernel $\partial_{2} \cong \mathbb{Z}^{6}$.
Now consider

$$
\partial_{3}: S_{3}(X) \rightarrow S_{2}(X)
$$

For $\sigma_{i}^{3} \in S_{3}(X)$ we have a differential map

$$
\begin{aligned}
\partial_{3}\left(\sigma_{i}^{3}\right)= & \sigma_{i}^{3}\left(\left[e_{1}, e_{2}, e_{3}\right]\right)-\sigma_{i}^{3}\left(\left[e_{0}, e_{2}, e_{3}\right]\right)+\sigma_{i}^{3}\left(\left[e_{0}, e_{1}, e_{3}\right]\right) \\
& -\sigma_{i}^{3}\left(\left[e_{0}, e_{1}, e_{2}\right]\right)
\end{aligned}
$$

for $i=1, \ldots, 15$. It is seen that

- $\partial_{3}\left(\sigma_{1}^{3}\right)=\sigma_{1}^{2}-\sigma_{1}^{2}+\sigma_{1}^{2}-\sigma_{1}^{2}=0$
- $\partial_{3}\left(\sigma_{2}^{3}\right)=\sigma_{2}^{2}-\sigma_{2}^{2}+\sigma_{2}^{2}-\sigma_{2}^{2}=0$
- $\partial_{3}\left(\sigma_{3}^{3}\right)=\sigma_{3}^{2}-\sigma_{3}^{2}+\sigma_{3}^{2}-\sigma_{3}^{2}=0$
- $\partial_{3}\left(\sigma_{4}^{3}\right)=\sigma_{5}^{2}-\sigma_{5}^{2}+\sigma_{5}^{2}-\sigma_{1}^{2}=\sigma_{5}^{2}-\sigma_{1}^{2}$
- $\partial_{3}\left(\sigma_{5}^{3}\right)=\sigma_{7}^{2}-\sigma_{7}^{2}+\sigma_{7}^{2}-\sigma_{1}^{2}=\sigma_{7}^{2}-\sigma_{1}^{2}$
- $\partial_{3}\left(\sigma_{6}^{3}\right)=\sigma_{2}^{2}-\sigma_{6}^{2}+\sigma_{6}^{2}-\sigma_{6}^{2}=\sigma_{2}^{2}-\sigma_{6}^{2}$
- $\partial_{3}\left(\sigma_{7}^{3}\right)=\sigma_{9}^{2}-\sigma_{9}^{2}+\sigma_{9}^{2}-\sigma_{2}^{2}=\sigma_{9}^{2}-\sigma_{2}^{2}$
- $\partial_{3}\left(\sigma_{8}^{3}\right)=\sigma_{3}^{2}-\sigma_{8}^{2}+\sigma_{8}^{2}-\sigma_{8}^{2}=\sigma_{3}^{2}-\sigma_{8}^{2}$
- $\partial_{3}\left(\sigma_{9}^{3}\right)=\sigma_{3}^{2}-\sigma_{10}^{2}+\sigma_{10}^{2}-\sigma_{10}^{2}=\sigma_{3}-\sigma_{10}^{2}$
- $\partial_{3}\left(\sigma_{10}^{3}\right)=\sigma_{4}^{2}-\sigma_{4}^{2}+\sigma_{7}^{2}-\sigma_{5}^{2}=\sigma_{7}^{2}-\sigma_{5}^{2}$
- $\partial_{3}\left(\sigma_{11}^{3}\right)=\sigma_{9}^{2}-\sigma_{4}^{2}+\sigma_{4}^{2}-\sigma_{6}^{2}=\sigma_{9}^{2}-\sigma_{6}^{2}$
- $\partial_{3}\left(\sigma_{12}^{3}\right)=\sigma_{10}^{2}-\sigma_{8}^{2}+\sigma_{4}^{2}-\sigma_{4}^{2}=\sigma_{10}^{2}-\sigma_{8}^{2}$
- $\partial_{3}\left(\sigma_{13}^{3}\right)=\sigma_{6}^{2}-\sigma_{6}^{2}+\sigma_{5}^{2}-\sigma_{5}^{2}=0$
- $\partial_{3}\left(\sigma_{14}^{3}\right)=\sigma_{8}^{2}-\sigma_{8}^{2}+\sigma_{7}^{2}-\sigma_{7}^{2}=0$
- $\partial_{3}\left(\sigma_{15}^{3}\right)=\sigma_{10}^{2}-\sigma_{10}^{2}+\sigma_{9}^{2}-\sigma_{9}^{2}=0$.

Then one can get Image $\partial_{3} \cong \mathbb{Z}^{6}$. Hence the digital singular homology groups of $X$ are

$$
H_{0}(X) \cong \mathbb{Z} \quad H_{1}(X)=0 \quad H_{2}(X)=0
$$

Theorem 3.10. Let

$$
X=\{a=(0,0), b=(2,0), c=(1,1), d=(2,2)\}
$$

be a subset in $\mathbb{Z}^{2}$. Then the digital homology groups of $X$ up to the dimension 2 are as follows:

$$
H_{0}(X) \cong \mathbb{Z}, \quad H_{1}(X) \cong \mathbb{Z}, \quad H_{2}(X)=0
$$

Proof. The Khalimsky topology on $X$ is

$\tau_{X}=\{\emptyset, X,\{c\},\{a, c\},\{c, b\},\{c, d\},\{a, b, c\},\{a, c, d\},\{b, c, d\}\}$.
$S_{0}(X)$ has for a basis

$$
\begin{aligned}
& \sigma_{1}^{0}: e_{0} \mapsto a \\
& \sigma_{4}^{0}: e_{0} \mapsto d
\end{aligned}
$$

$S_{1}(X)$ has for a
basis

$$
\sigma_{1}^{1}: e_{0} \mapsto a
$$

$$
\sigma_{2}^{1}: e_{0} \mapsto b \quad \sigma_{3}^{1}: e_{0} \mapsto c
$$

$$
e_{1} \mapsto b \quad e_{1} \mapsto c
$$

$$
\sigma_{5}^{1}: e_{0} \mapsto a
$$

$$
\sigma_{6}^{1}: e_{0} \mapsto b
$$

$$
\sigma_{4}^{1}: e_{0} \mapsto d
$$

$$
e_{1} \mapsto c
$$

$$
e_{1} \mapsto c
$$

$$
e_{1} \mapsto d
$$

$$
\sigma_{7}^{1}: e_{0} \mapsto d
$$

$$
e_{1} \mapsto c
$$

$S_{2}(X)$ has for a basis

$$
\begin{array}{rrr} 
& \sigma_{2}^{2}: e_{0} \mapsto b & \sigma_{3}^{2}: e_{0} \mapsto c \\
\sigma_{1}^{2}: e_{0} \mapsto a & e_{1} \mapsto b & e_{1} \mapsto c \\
e_{1} \mapsto a & e_{2} \mapsto b & e_{2} \mapsto c \\
e_{2} \mapsto a & & \\
& \sigma_{5}^{2}: e_{0} \mapsto a & \sigma_{6}^{2}: e_{0} \mapsto b \\
\sigma_{4}^{2}: e_{0} \mapsto d & e_{2} \mapsto a & e_{1} \mapsto b \\
e_{1} \mapsto d & e_{1} \mapsto c & e_{2} \mapsto c \\
e_{2} \mapsto d & & \\
& \sigma_{8}^{2}: e_{0} \mapsto b & \sigma_{9}^{2}: e_{0} \mapsto d \\
\sigma_{7}^{2}: e_{0} \mapsto a & e_{1} \mapsto c & e_{1} \mapsto c \\
e_{1} \mapsto c & e_{2} \mapsto c & e_{2} \mapsto c
\end{array}
$$

$S_{3}(X)$ has for a basis

$$
\begin{array}{rrr}
\sigma_{1}^{3}: e_{0} \mapsto a & \sigma_{2}^{3}: e_{0} \mapsto b & \sigma_{3}^{3}: e_{0} \mapsto c \\
e_{1} \mapsto a & e_{1} \mapsto b & e_{1} \mapsto c \\
e_{2} \mapsto a & e_{2} \mapsto b & e_{2} \mapsto c \\
e_{3} \mapsto a & e_{3} \mapsto b & e_{3} \mapsto c \\
& & \\
\sigma_{4}^{3}: e_{0} \mapsto d & \sigma_{5}^{3}: e_{0} \mapsto a & \sigma_{6}^{3}: e_{0} \mapsto b \\
e_{1} \mapsto d & e_{2} \mapsto a & e_{1} \mapsto b \\
e_{2} \mapsto d & e_{1} \mapsto a & e_{2} \mapsto b \\
e_{3} \mapsto d & e_{3} \mapsto c & e_{3} \mapsto c \\
& & \\
& \sigma_{8}^{3}: e_{0} \mapsto b & \sigma_{9}^{3}: e_{0} \mapsto d \\
\sigma_{7}^{3}: e_{0} \mapsto a & e_{1} \mapsto c & e_{1} \mapsto c \\
e_{1} \mapsto c & e_{2} \mapsto c & e_{2} \mapsto c \\
e_{2} \mapsto c & e_{3} \mapsto c & e_{3} \mapsto c \\
e_{3} \mapsto c & & \\
& \sigma_{11}^{3}: e_{0} \mapsto a & \sigma_{12}^{3}: e_{0} \mapsto b \\
\sigma_{10}^{3}: e_{0} \mapsto d & e_{1} \mapsto a & e_{1} \mapsto b \\
e_{1} \mapsto d & e_{2} \mapsto c & e_{2} \mapsto c \\
e_{2} \mapsto d & e_{3} \mapsto c & e_{3} \mapsto c
\end{array}
$$

$$
\begin{aligned}
\sigma_{13}^{3}: e_{0} & \mapsto d \\
e_{1} & \mapsto d \\
e_{2} & \mapsto c \\
e_{3} & \mapsto c
\end{aligned}
$$

It's clear that

$$
S_{0}(X) \cong \mathbb{Z}^{4}, \quad S_{1}(X) \cong \mathbb{Z}^{7}, \quad S_{2}(X) \cong \mathbb{Z}^{10}, \quad S_{3}(X) \cong \mathbb{Z}^{13}
$$

Now we'll determine the cycles and boundaries of each singular digital singular $n$-chains:

$$
\partial_{1}: S_{1}(X) \rightarrow S_{0}(X)
$$

For $\sigma_{i}^{1} \in S_{1}(X)$ we have a differential map

$$
\partial_{1}\left(\sigma_{i}^{1}\right)=\sigma_{i}^{1}\left(e_{1}\right)-\sigma_{i}^{1}\left(e_{0}\right) \quad \text { for } i=1, \ldots, 7
$$

The following are hold:

- $\partial_{1}\left(\sigma_{1}^{1}\right)=\sigma_{1}^{0}-\sigma_{1}^{0}=0$
- $\partial_{1}\left(\sigma_{2}^{1}\right)=\sigma_{2}^{0}-\sigma_{2}^{0}=0$
- $\partial_{1}\left(\sigma_{3}^{1}\right)=\sigma_{3}^{0}-\sigma_{3}^{0}=0$
- $\partial_{1}\left(\sigma_{4}^{1}\right)=\sigma_{4}^{0}-\sigma_{4}^{0}=0$
- $\partial_{1}\left(\sigma_{5}^{1}\right)=\sigma_{3}^{0}-\sigma_{1}^{0}$
- $\partial_{1}\left(\sigma_{6}^{1}\right)=\sigma_{3}^{0}-\sigma_{2}^{0}$
- $\partial_{1}\left(\sigma_{7}^{1}\right)=\sigma_{3}^{0}-\sigma_{4}^{0}$.

Then we get Image $\partial_{1} \cong \mathbb{Z}^{3}$.
To determine the kernel of $\partial_{1}$, let

$$
\partial_{1}\left(\sum_{i=1}^{7} s_{i} \sigma_{i}^{1}\right)=0
$$

where $s_{i} \in \mathbb{Z}, i=1, \ldots, 7$. Since $\partial_{1}$ is linear, then

$$
\sum_{i=1}^{7} s_{i} \partial_{1}\left(\sigma_{i}^{1}\right)=0
$$

Solving the equation

$$
\sigma_{1}^{0}\left(-s_{5}\right)+\sigma_{3}^{0}\left(s_{5}+s_{6}+s_{7}\right)+\sigma_{4}^{0}\left(-s_{7}\right)=0
$$

we get

$$
s_{5}=s_{6}=s_{7}=0
$$

and hence

$$
\text { Kernel } \partial_{1} \cong \mathbb{Z}^{4}
$$

## Consider

$$
\partial_{2}: S_{2}(X) \rightarrow S_{1}(X)
$$

For $\sigma_{i}^{2} \in S_{2}(X)$ we have a differential map

$$
\partial_{2}\left(\sigma_{i}^{2}\right)=\sigma_{i}^{2}\left(\left[e_{1}, e_{2}\right]\right)-\sigma_{i}^{2}\left(\left[e_{0}, e_{2}\right]\right)+\sigma_{i}^{2}\left(\left[e_{0}, e_{1}\right]\right)
$$

for $k=1, \ldots, 10$. The following are observed:

- $\partial_{2}\left(\sigma_{1}^{2}\right)=\sigma_{1}^{1}-\sigma_{1}^{1}+\sigma_{1}^{1}=\sigma_{1}^{1}$
- $\partial_{2}\left(\sigma_{2}^{2}\right)=\sigma_{2}^{1}-\sigma_{2}^{1}+\sigma_{2}^{1}=\sigma_{2}^{1}$
- $\partial_{2}\left(\sigma_{3}^{2}\right)=\sigma_{3}^{1}-\sigma_{3}^{1}+\sigma_{3}^{1}=\sigma_{3}^{1}$
- $\partial_{2}\left(\sigma_{4}^{2}\right)=\sigma_{4}^{1}-\sigma_{4}^{1}+\sigma_{4}^{1}=\sigma_{4}^{1}$
- $\partial_{2}\left(\sigma_{5}^{2}\right)=\sigma_{5}^{1}-\sigma_{5}^{1}+\sigma_{1}^{1}=\sigma_{1}^{1}$
- $\partial_{2}\left(\sigma_{6}^{2}\right)=\sigma_{6}^{1}-\sigma_{6}^{1}+\sigma_{2}^{1}=\sigma_{2}^{1}$
- $\partial_{2}\left(\sigma_{7}^{2}\right)=\sigma_{3}^{1}-\sigma_{5}^{1}+\sigma_{5}^{1}=\sigma_{3}^{1}$
- $\partial_{2}\left(\sigma_{8}^{2}\right)=\sigma_{3}^{1}-\sigma_{6}^{1}+\sigma_{6}^{1}=\sigma_{3}^{1}$
- $\partial_{2}\left(\sigma_{9}^{2}\right)=\sigma_{3}^{1}-\sigma_{7}^{1}+\sigma_{7}^{1}=\sigma_{3}^{1}$
- $\partial_{2}\left(\sigma_{10}^{2}\right)=\sigma_{7}^{1}-\sigma_{7}^{1}+\sigma_{4}^{1}=\sigma_{4}^{1}$.

From this observation, we get

$$
\text { Image } \partial_{2} \cong \mathbb{Z}^{4}
$$

To determine the kernel of $\partial_{2}$ we have

$$
\partial_{2}\left(\sum_{i=1}^{10} s_{i} \sigma_{i}^{2}\right)=0
$$

where $s_{i} \in \mathbb{Z}, i=1, \ldots, 10$. Since $\partial_{2}$ is linear, we have

$$
\sum_{i=1}^{10} s_{i} \partial_{2}\left(\sigma_{i}^{2}\right)=0
$$

Solving the equation

$$
\begin{aligned}
& \sigma_{1}^{1}\left(s_{1}+s_{5}\right)+\sigma_{2}^{1}\left(s_{2}+s_{6}\right)+\sigma_{3}^{1}\left(s_{3}+s_{7}+s_{8}+s_{9}\right) \\
& +\sigma_{4}^{1}\left(s_{4}+s_{10}\right)=0
\end{aligned}
$$

we obtain

$$
\left.\begin{array}{rl}
s_{1} & =-s_{5} \\
s_{2} & =-s_{6} \\
s_{4} & =-s_{10} \\
s_{3}+s_{7}+s_{8}+s_{9} & =0
\end{array}\right\}
$$

and hence

$$
\text { Kernel } \partial_{2} \cong \mathbb{Z}^{6}
$$

Consider

$$
\partial_{3}: S_{3}(X) \rightarrow S_{2}(X)
$$

For $\sigma_{i}^{3} \in S_{3}(X)$ we have a differential map

$$
\begin{aligned}
\partial_{3}\left(\sigma_{i}^{3}\right)= & \sigma_{i}^{3}\left(\left[e_{1}, e_{2}, e_{3}\right]\right)-\sigma_{i}^{3}\left(\left[e_{0}, e_{2}, e_{3}\right]\right)+\sigma_{i}^{3}\left(\left[e_{0}, e_{1}, e_{3}\right]\right) \\
& -\sigma_{i}^{3}\left(\left[e_{0}, e_{1}, e_{2}\right]\right)
\end{aligned}
$$

for $\ell=1, \ldots, 15$.
It's clear that

- $\partial_{3}\left(\sigma_{1}^{3}\right)=\sigma_{1}^{2}-\sigma_{1}^{2}+\sigma_{1}^{2}-\sigma_{1}^{2}=0$
- $\partial_{3}\left(\sigma_{2}^{3}\right)=\sigma_{2}^{2}-\sigma_{2}^{2}+\sigma_{2}^{2}-\sigma_{2}^{2}=0$
- $\partial_{3}\left(\sigma_{3}^{3}\right)=\sigma_{3}^{2}-\sigma_{3}^{2}+\sigma_{3}^{2}-\sigma_{3}^{2}=0$
- $\partial_{3}\left(\sigma_{4}^{3}\right)=\sigma_{4}^{2}-\sigma_{4}^{2}+\sigma_{4}^{2}-\sigma_{4}^{2}=0$
- $\partial_{3}\left(\sigma_{5}^{3}\right)=\sigma_{5}^{2}-\sigma_{5}^{2}+\sigma_{5}^{2}-\sigma_{1}^{2}=\sigma_{5}^{2}-\sigma_{1}^{2}$
- $\partial_{3}\left(\sigma_{6}^{3}\right)=\sigma_{6}^{2}-\sigma_{6}^{2}+\sigma_{6}^{2}-\sigma_{2}^{2}=\sigma_{6}^{2}-\sigma_{2}^{2}$
- $\partial_{3}\left(\sigma_{7}^{3}\right)=\sigma_{3}^{2}-\sigma_{7}^{2}+\sigma_{7}^{2}-\sigma_{7}^{2}=\sigma_{3}^{2}-\sigma_{7}^{2}$
- $\partial_{3}\left(\sigma_{8}^{3}\right)=\sigma_{3}^{2}-\sigma_{8}^{2}+\sigma_{8}^{2}-\sigma_{8}^{2}=\sigma_{3}^{2}-\sigma_{8}^{2}$
- $\partial_{3}\left(\sigma_{9}^{3}\right)=\sigma_{3}^{2}-\sigma_{9}^{2}+\sigma_{9}^{2}-\sigma_{9}^{2}=\sigma_{3}^{2}-\sigma_{9}^{2}$
- $\partial_{3}\left(\sigma_{10}^{3}\right)=\sigma_{10}^{2}-\sigma_{10}^{2}+\sigma_{10}^{2}-\sigma_{4}^{2}=\sigma_{10}^{2}-\sigma_{4}^{2}$
- $\partial_{3}\left(\sigma_{11}^{3}\right)=\sigma_{7}^{2}-\sigma_{7}^{2}+\sigma_{5}^{2}-\sigma_{5}^{2}=0$
- $\partial_{3}\left(\sigma_{12}^{3}\right)=\sigma_{8}^{2}-\sigma_{8}^{2}+\sigma_{6}^{2}-\sigma_{6}^{2}=0$
- $\partial_{3}\left(\sigma_{13}^{3}\right)=\sigma_{9}^{2}-\sigma_{9}^{2}+\sigma_{10}^{2}-\sigma_{10}^{2}=0$.

Thus we have

$$
\text { Image } \partial_{3} \cong \mathbb{Z}^{6}
$$

Then the digital singular homology groups of $X$ are as follows:

$$
H_{0}(X) \cong \mathbb{Z} \quad H_{1}(X) \cong \mathbb{Z} \quad H_{2}(X)=0
$$

## 4 Functorial Property of $H_{n}$

Let $\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right)$ and $\left(Y_{m_{2}, \kappa_{2}}, \tau_{Y}\right)$ be two spaces. If

$$
f:\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right) \rightarrow\left(Y_{m_{2}, \kappa_{1}}, \tau_{Y}\right)
$$

is a $\operatorname{KD}-\left(\kappa_{1}, \kappa_{2}\right)$-continuous map and

$$
\sigma^{n}: \Delta^{n} \rightarrow X
$$

is a singular digital $n$-simplex in $X$, then

$$
f \circ \sigma^{n}: \Delta^{n} \rightarrow Y
$$

is also an $n$-simplex in $Y$. If we extend $f$ by linearity of singular digital $n$-simplexes in $X$, we have a homomorphism

$$
f_{\sharp}: S_{n}(X) \rightarrow S_{n}(Y), \quad f_{\sharp}\left(\sum s_{\sigma^{n}} \sigma^{n}\right)=\sum s_{\sigma^{n}}\left(f \circ \sigma^{n}\right)
$$

where $s_{\sigma^{n}} \in \mathbb{Z}$.
Theorem 4.1. Let $\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right)$ and $\left(Y_{m_{2}, \kappa_{2}}, \tau_{Y}\right)$ be two spaces. If

$$
f:\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right) \rightarrow\left(Y_{m_{2}, \kappa_{1}}, \tau_{Y}\right)
$$

is $\operatorname{KD}-\left(\kappa_{1}, \kappa_{2}\right)$-continuous map, then for every $n \geq 0$, then the following diagram commutes:


Proof. Since $\partial_{n}$ is linear, it's enough to show the evaluation of each composition on a generator $\sigma^{n} \in S_{n}(X)$.

$$
\begin{aligned}
f_{\sharp} \partial_{n}\left(\sigma^{n}\right) & =f_{\sharp}\left(\sum_{i=1}^{n}(-1)^{i} \sigma^{n} \circ \varepsilon_{i}\right) \\
& =\sum_{i=1}^{n}(-1)^{i} f_{\sharp}\left(\sigma^{n} \circ \varepsilon_{i}\right) \\
& =\sum_{i=1}^{n}(-1)^{i}\left(f_{\sharp} \circ \sigma^{n}\right) \circ \varepsilon_{i} \\
& =\partial_{n}\left(f \circ \sigma^{n}\right) \\
& =\partial_{n} f_{\sharp}\left(\sigma^{n}\right) .
\end{aligned}
$$

Theorem 4.2. Let $\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right)$ and $\left(Y_{m_{2}, \kappa_{2}}, \tau_{Y}\right)$ be two digital spaces. If

$$
f:\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right) \rightarrow\left(Y_{m_{2}, \kappa_{2}}, \tau_{Y}\right)
$$

is KD- $\left(\kappa_{1}, \kappa_{2}\right)$-continuous map, then for every $n \geq 0$

$$
f_{\sharp}\left(Z_{n}(X)\right) \subset Z_{n}(Y) \quad \text { and } \quad f_{\sharp}\left(B_{n}(X)\right) \subset B_{n}(Y) .
$$

Proof. Let $z_{n} \in Z_{n}(X)$, then $\partial_{n}\left(z_{n}\right)=0$. By the previous theorem, we have

$$
\partial_{n} f_{\sharp}\left(z_{n}\right)=f_{\sharp} \partial_{n}\left(z_{n}\right)=f_{\sharp}(0)=0
$$

so that

$$
f_{\sharp} \partial_{n} \in \operatorname{Ker} \partial_{n}=Z_{n}(Y) .
$$

Now let $\beta \in B_{n}(X)$, then there exists $\alpha \in S_{n+1}(X)$ such that

$$
\beta=\partial_{n+1}(\alpha)
$$

Again, by Theorem 4, we have $f_{\sharp}(\beta)=f_{\sharp} \partial_{n+1}(\alpha)=\partial_{n+1} f_{\sharp}(\alpha) \in \operatorname{Im} \partial_{n+1}=B_{n}(Y)$.

Consider the KD-topological category KDTC, where

- The objects are $\left(X_{n, \kappa}, \tau_{X}\right)$; and
- the morphisms are KD- $\left(\kappa_{1}, \kappa_{2}\right)$-continuous functions.

Theorem 4.3. For each $n \geq 0, H_{n}: \mathrm{KDTC} \rightarrow \mathrm{Ab}$ is a functor.

Proof. Let $\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right)$ and $\left(Y_{m_{2}, \kappa_{2}}, \tau_{Y}\right)$ be two spaces and let

$$
f:\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right) \rightarrow\left(Y_{m_{2}, \kappa_{2}}, \tau_{Y}\right)
$$

be KD- $\left(\kappa_{1}, \kappa_{2}\right)$-continuous map, be a continuous function. Define

$$
H_{n}(f): H_{n}(X) \rightarrow H_{n}(Y)
$$

by

$$
\bar{z}=z_{n}+B_{n}(X) \mapsto f_{\sharp}\left(z_{n}\right)+B_{n}(Y)
$$

where $z_{n} \in Z_{n}(X)$. Note that, $z_{n}$ being an $n$-cycle implies that $f_{\sharp}\left(z_{n}\right)$ is an $n$-cycle in $Y$. Also this definition is well defined, that is, independent of the choice of representative since

$$
f_{\sharp}\left(B_{n}(X)\right) \subset B_{n}(Y) .
$$

- $H_{n}(f)$ is a homomorphism:

For all $\overline{z_{n}}, \overline{z_{n}^{\prime}}$ in $H_{n}(X)$, we have

$$
\begin{aligned}
H_{n}(f)\left(\overline{z_{n}}+\overline{z_{n}^{\prime}}\right) & =f_{\sharp}\left(z_{n}+z_{n}^{\prime}\right)+B_{n}(Y) \\
& =\left(f_{\sharp}\left(z_{n}\right)+f_{\sharp}\left(z_{n}^{\prime}\right)\right)+B_{n}(Y) \\
& =f_{\sharp}\left(z_{n}\right)+B_{n}(Y)+f_{\sharp}\left(z_{n}^{\prime}\right)+B_{n}(Y) \\
& =H_{n}\left(\overline{z_{n}}\right)+H_{n}\left(\overline{z_{n}^{\prime}}\right) .
\end{aligned}
$$

It's also clear that $H_{n}$ sends the identity function to identity homomorphism.

- $H_{n}$ preserves the composition: For the spaces $\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right),\left(Y_{m_{2}, \kappa_{2}}, \tau_{Y}\right)$ and $\left(Z_{m_{3}, \kappa_{3}}, \tau_{Z}\right)$, let

$$
f:\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right) \rightarrow\left(Y_{m_{2}, \kappa_{2}}, \tau_{Y}\right)
$$

and

$$
g:\left(Y_{m_{2}, \kappa_{2}}, \tau_{Y}\right) \rightarrow\left(Z_{m_{3}, \kappa_{3}}, \tau_{Z}\right)
$$

be two KD- $\left(\kappa_{1}, \kappa_{2}\right)$ and $\operatorname{KD}-\left(\kappa_{2}, \kappa_{3}\right)$ continuous maps respectively. Then

$$
\begin{aligned}
H_{n}(g \circ f)\left(\overline{z_{n}}\right) & =(g \circ f)_{\sharp}\left(z_{n}\right)+B_{n}(X)=g_{\sharp}\left(f_{\sharp}\left(z_{n}\right)+B_{n}(X)\right) \\
& =\left(H_{n}(g) \circ H_{n}(f)\right)(\bar{z}) .
\end{aligned}
$$

So this shows that $H_{n}$ is a functor.
Corollary 4.4. If $\left(X_{m_{1}, \kappa_{1}}, \tau_{X}\right)$ and $\left(Y_{m_{2}, \kappa_{2}}, \tau_{Y}\right)$ are KD- $\left(\kappa_{1}, \kappa_{2}\right)$-isomorphic, then

$$
H_{n}(X) \cong H_{n}(Y)
$$

for all $n \geq 0$.
Proof. It's a consequence of $H_{n}$ being a functor.

## 5 Conclusion

In this paper, we define the digital singular homology and compute the homology groups of some certain digital spaces. We have seen that the digital singular homology is a functorial property so that it can be used to distinguish and classify the digital spaces. The next work based on this paper is to investigate whether the homology axioms are valid or not in the digital singular homology theory, define the digital singular cohomology and compute the cohomology groups of some digital spaces, to compare the digital singular homology groups with the digital simplicial groups.

## Acknowledgement

The authors are grateful to the anonymous referee for a careful checking of the details and for helpful comments that improved this paper.

## References

[1] P. Alexandorff, Diskrete Raume, Mat. Sb. 2 501-518 (1937).
[2] H. Arslan, I. Karaca, and A. Öztel, Homology groups of $n$-dimensional digital images, XXI, Turkish National Mathematics Symposium B1-13 (2008).
[3] L. Boxer, Digitally continuous functions, Pattern Recognition Letters 15, 833-839 (1994).
[4] L. Boxer, A classical construction for the digital fundamental group, Journal of Mathematical Imaging and Vision 10, 51-62 (1999).
[5] L. Boxer, Fundamental groups of unbounded digital images, Journal of Mathematical Imaging and Vision 27, 121-127 (2007).
[6] L. Boxer, I. Karaca, and A. Öztel, Topological invariants in digital images, Journal of Mathematical Sciences: Advances and Applications 11, 109-140 (2011).
[7] O. Ege and I. Karaca, Fundamental Properties of Digital Simplicial Homology Groups, American Journal of Computer Technology and Application 1(2), 25-41 (2013).
[8] S. Eilenberg and N.E. Steenrod, Axiomatic approach to homology theory, Proc. Nat. Acad. Sci. U.S.A. 31, 117120 (1945).
[9] S.E. Han, Comparison between digital continuity and computer continuity, Honam Mathematical Journal, 26(3), 331-339 (2004).
[10] S.E. Han, Continuities and homeomorphisms in computer topology and their applications, Journal of the Korean Mathematical Society 45(4) 923-952, (2008).
[11] G.T. Herman, Oriented Surfaces in Digital Spaces, CVGIP: Graphical Models and Image processing 55, 381-396 (1993).
[12] E. Khalimsky, R. Kopperman, P.R. Meyer, Computer graphics and connected topologies on finite ordered sets, Topology and its Applications, 36(1) 1-17 (1991).
[13] T.Y. Kong, A Digital Fundamental Group, Computers and Graphics 13, 159-166 (1989).
[14] T.Y. Kong and A. Rosenfeld, Digital topology - a brief introduction and bibliography, Topological algorithms for the digital image processing, Elsevier Science, Amsterdam, (1996).
[15] E. Melin, Extensions of continuous functions in digital spaces with Khalimsky topology, Topology and its Applications 153, 52-65 (2005).
[16] H. Poincaré, Analysis Situs, Jour. Ecole Polytech., 2(1), 1121 (1899).
[17] A. Rosenfeld, Continuous functions on digital pictures, Pattern Recognition Letters 4, 177-184 (1986).
[18] E.H. Spanier, Algebraic Topology, Springer-Verlag, New York, (1966).
[19] J.J. Rotman, An Introduction to Algebraic topology, Springer-Verlag, New York, (1998).


Tane Vergili was born in Izmir, Turkey on March 22nd, 1986. She received a Bachelor's degree in Mathematics from Ege University and a PhD in Mathematics at the same university. She is interested in Algebraic Topology and Digital Topology.


Ismet Karaca was born in Afyon, Turkey on January 5th, 1969. He received a Bachelor's degree in Mathematics from Anadolu University in Turkey, a Master's in Mathematics from the university of Miami, and a PhD in Mathematics from Lehigh University. He is a Professor of Mathematics at Ege University in Izmir, TURKEY. Dr. Karaca's research interests include Homotopy Theory, Steenrod Algebra, and Digital Topology.


[^0]:    * Corresponding author e-mail: ismet.karaca@ege.edu.tr

