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#### Abstract

In this paper, we obtain the general solution for the new additive functional equation and we prove its Hyers-Ulam-Rassias stability and Ulam-J Rassias stability in fuzzy normed space using the fixed point method. Also, the new additive functional equation is realized by Digital Logic Circuits(DLC).
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## 1 Introduction

Katsaras [14] introduced an idea of fuzzy norm on a linear space in 1984, In 1991, Biswas [3] defined and studied fuzzy inner product spaces in linear space. In 1992, Felbin [11] introduced an alternative definition of a fuzzy norm on a linear topological structures of a fuzzy normed linear spaces. In 1994, Cheng and Mordeson [8] introduced a definition of fuzzy norm on a linear space. In 2003, Bag and Samanta [2] modified the definition of Cheng and Mordeson [8] by removing a regular condition. Further, Xiao and Zhu [25] improved a bit the Felbin?s definition of fuzzy norm of a linear operator between FNSs.

In 2003, Cadariu and Radu [6,7] used the fixed-point method to the investigation of the Jensen functional equation for the first time. By using fixed point methods, the stability problems of several functional equations have been extensively investigated by a number of authors.

In 1940, Ulam[23] raised the following fundamental question in the theory of functional equations concerning the group homomorphism:
"When is it true that a function, which approximately satisfies a functional equation must be close to an exact solution of the equation?"

In 1941, Hyers [13] gave an affirmative solution to the above problem concerning the Banach space. The result
of Hyers was generalized by Aoki[1] for approximate additive mappings and by Rassias[19] for approximate linear mappings by allowing the difference Cauchy equation $\|f(x+y)-f(x)-f(y)\|$ to be controlled by $\varepsilon\left(\|x\|^{p}+\|y\|^{p}\right)$. The stability phenomenon that was proved by Rassias[19] is called the Hyers-Ulam-Rassias stability.

In 1994, a generalization of Rassias theorem was obtained by Gavruta[12], who replaced $\varepsilon\left(\|x\|^{p}+\|y\|^{p}\right)$ by a general control function $\phi(x, y)$. Since then general stability problems of various functional equations have been investigated by a number of authors $[4,5,9,15,16,17$, 18,20].

Now we present some basic definitions of a fuzzy norm [2], fuzzy normed space and we recall a fundamental result in fixed point theory which will be useful for proving our main theorems.

Definition 1.Let $X$ be a real linear space. A function $N$ : $X \times \mathbb{R} \rightarrow[0,1]$ is said to be fuzzy norm on $X$ iffor all $x, y \in$ $X$ and all $s, t \in \mathbb{R}$ :
$\left(N_{1}\right) N(x, c)=0$ for $c \leq 0$;
$\left(N_{2}\right) x=0$ if and only if $N(x, c)=1$ for all $c>0$;
$\left(N_{3}\right) N(c x, t)=N\left(x, \frac{t}{|c|}\right)$ if $c \neq 0$;
$\left(N_{4}\right) N(x+y, s+t) \geq \min \{N(x, s), N(y, t)\} ;$

[^0]$\left(N_{5}\right) N(x,$.$) is a non-decreasing function on \mathbb{R}$ and $\lim _{t \rightarrow \infty} N(x, t)=1 ;$
$\left(N_{6}\right)$ For $x \neq 0, N(x,$.$) is (upper semi) continuous on \mathbb{R}$.
The pair $(X, N)$ is called a fuzzy normed linear space. One may regard $N(x, t)$ as the truth value of the statement 'the norm of $x$ is less than or equal to the real number $t$ '.

Example 1.Let $(X,\|\cdot\|)$ be a normed linear space. One can be easily verify that for each $k>0$

$$
N_{k}(x, t)=\left\{\begin{array}{cl}
\frac{t}{t+k\|x\|}, & t>0 \quad, x \in X \\
0 & , t \leq 0 \quad, x \in X
\end{array}\right.
$$

defines a fuzzy norm on $X$.
Example 2.Let $(X,\|\cdot\|)$ be a normed linear space. Then

$$
N(x, t)=\left\{\begin{array}{cl}
0 & , t \leq\|x\|, x \in X \\
1 & , t>\|x\|,
\end{array}\right.
$$

is a fuzzy norm on $X$.
Definition 2.Let $(X, N)$ be a fuzzy normed linear space. Let $\left\{x_{n}\right\}$ be a sequence in $X$. Then $\left\{x_{n}\right\}$ is said to be convergent if there exists $x \in X$ such that $\lim _{n \rightarrow \infty} N\left(x_{n}-x, t\right)=1$ for all $t>0$. In that case, $x$ is called the limit of the sequence $\left\{x_{n}\right\}$ and we denote it by $N-\lim _{n \rightarrow \infty} x_{n}=x$.

Definition 3.A sequence $\left\{x_{n}\right\}$ in $X$ is called cauchy if for each $\varepsilon>0$ and $t>0$ there exists $n_{0} \in N$ such that for all $n \geq n_{0}$ and all $p>0$ we have

$$
N\left(x_{n+p}-x_{n}, t\right)>1-\varepsilon .
$$

It is known that every convergent sequence in a fuzzy normed space is Cauchy. If each Cauchy sequence is convergent, then the fuzzy norm is said to be complete and the fuzzy normed space is called a fuzzy Banach space.

Theorem 1.(Banach's Contraction principle). Let ( $X, d$ ) be a complete generalized metric space and consider a mapping $J: X \rightarrow X$ be a strictly contractive mapping, that is

$$
d(J x, J y) \leq L d(x, y), \quad \forall x, y \in X
$$

for some (Lipschitz constant) $L<1$. Then
(i) The mapping $J$ has one and only one fixed point $x^{*}=J\left(x^{*}\right)$;
(ii) The fixed point $x^{*}$ is globally attractive, that is $\lim _{n \rightarrow \infty} J^{n} x=x^{*}$, for any starting point $x \in X$;
(iii) One has the following estimation inequalities for all $x \in X$ and $n \geq 0$ :

$$
\begin{equation*}
d\left(J^{n} x, x^{*}\right) \leq L^{n} d\left(x, x^{*}\right) \tag{1}
\end{equation*}
$$

$$
\begin{align*}
d\left(J^{n} x, x^{*}\right) & \leq \frac{1}{1-L} d\left(J^{n} x, J^{n+1} x\right)  \tag{2}\\
d\left(x, x^{*}\right) & \leq \frac{1}{1-L} d(x, J x) \tag{3}
\end{align*}
$$

Theorem 2.(The alternative of fixed point)[10]. Suppose we are given a complete generalized metric space $(X, d)$ and a strictly contractive mapping $J: X \rightarrow X$, with Lipschitz constant L. Then, for each given element $x \in X$, either

$$
\begin{equation*}
d\left(J^{n} x, J^{n+1} x\right)=+\infty, \forall n \geq 0 \tag{4}
\end{equation*}
$$

or

$$
\begin{equation*}
d\left(J^{n} x, J^{n+1} x\right)<+\infty, \forall n \geq n_{0} \tag{5}
\end{equation*}
$$

for some natural number $n_{0}$. Moreover, if the second alternative holds then
(i) The sequence $\left(J^{n} x\right)$ is convergent to a fixed point $y^{*}$ of J;
(ii) $y^{*}$ is the unique fixed point of $J$ in the set $Y=y \in X, d\left(J^{n_{0}} x, y\right)<+\infty$
(iii) $d\left(\gamma, \gamma^{*}\right) \leq \frac{1}{1-L} d(\gamma, J \gamma), \quad \gamma \in Y$.

In this paper, we obtain the general solution for the following new additive functional equation of the form

$$
\begin{align*}
& 3 f(x+3 y)-f(3 x+y)  \tag{6}\\
& \quad=12[f(x+y)+f(x-y)]-24 f(x)+8 f(y)
\end{align*}
$$

for all $x, y \in X$, and using the fixed point technique, we prove the Hyers-Ulam-Rassias stability and Ulam-J Rassias stability in fuzzy normed space. Also, the new additive functional equation (6) is realized by Digital Logic Circuits(DLC).

The functional equation (6) is called the additive functional equation, since the function $f(x)=c x$ is its solution. Every solution of the additive functional equation is said to be a additive mapping.

The paper is organized as follows: In Section-2, we obtain the general solution of the new functional equation (6) and in Section-3 and in Section-4, using the fixed point technique, we investigate the Hyers-Ulam-Rassias stability and Ulam-J Rassias stability of the functional equation (6) in fuzzy normed space. Also, in Section-5, we study the application of functional equation (6) in digital logic circuits.

## 2 The General Solution of the Functional Equation (6)

Let $X$ and $Y$ be a linear spaces. In this section we will find out the general solution of (6).
Theorem 3.A mapping $f: X \rightarrow Y$ is additive if and only if $f$ satisfies the functional equation

$$
\begin{align*}
& 3 f(x+3 y)-f(3 x+y)  \tag{7}\\
& \quad=12[f(x+y)+f(x-y)]-24 f(x)+8 f(y)
\end{align*}
$$

forall $x, y \in X$.

Proof.Suppose that $f$ is additive, then consider the standard additive functional equation

$$
\begin{equation*}
f(x+y)=f(x)+f(y) \tag{8}
\end{equation*}
$$

holds for all $x, y \in X$. By putting $x=y=0$ in (8), we see that $f(0)=0$, and setting $(x, y)$ by $(x, x)$ in (8), we obtain

$$
\begin{equation*}
f(2 x)=2 f(x) \tag{9}
\end{equation*}
$$

for all $x \in X$. Setting $(x, y)=(x, 2 x)$ in (8) and using (9), we get

$$
\begin{equation*}
f(3 x)=3 f(x) \tag{10}
\end{equation*}
$$

for all $x \in X$. Setting $(x, y)=(x,-x)$ in (8), we get

$$
f(-x)=-f(x)
$$

for all $x \in X$. Therefore, $f$ is odd. Setting $(x, y)=(x+y, x-$ $y$ ) in (8) and multiply the resultant by 12 , we get

$$
\begin{equation*}
24 f(x)=12[f(x+y)+f(x-y)] \tag{11}
\end{equation*}
$$

for all $x \in X$. Setting $(x, y)=(x, 3 y)$ in (8) and multiply the resultant by 3 , we get

$$
\begin{equation*}
3 f(x+3 y)=3 f(x)+9 f(y) \tag{12}
\end{equation*}
$$

for all $x \in X$. Setting $(x, y)=(3 x, y)$ in (8), we get

$$
\begin{equation*}
f(3 x+y)=3 f(x)+f(y) \tag{13}
\end{equation*}
$$

for all $x \in X$. Subtracting (13) from (12), we get

$$
\begin{equation*}
3 f(x+3 y)-f(3 x+y)=8 f(y) \tag{14}
\end{equation*}
$$

for all $x \in X$. Adding (11) and (14), we arrive (7).
Conversely, Assume that $f$ satisfies the functional equation (7). Setting $(x, y)=(0,0)$ and $(x, 0)$ in (7), we get

$$
\begin{equation*}
f(0)=0 \text { and } f(3 x)=3 f(x) \tag{15}
\end{equation*}
$$

respectively for all $x \in X$. Setting $(x, y)=(0, x)$ in (7) and using (15), we obtain

$$
\begin{equation*}
f(-x)=-f(x) \tag{16}
\end{equation*}
$$

for all $x \in X$. Thus $f$ is an odd function. Setting $(x, y)=$ $(-x, x)$ in (7) and using (16), we obtain

$$
\begin{equation*}
f(2 x)=2 f(x) \tag{17}
\end{equation*}
$$

for all $x \in X$. Setting $(x, y)=(x-y, x+y)$ in (7), we get

$$
\begin{align*}
& 3 f(4 x+2 y)-f(4 x-2 y)  \tag{18}\\
& \quad=24[f(x)-f(y)]-24 f(x-y)+8 f(x+y)
\end{align*}
$$

for all $x, y \in X$. Replacing $y$ by $-y$ in (18), using oddness of $f$, adding the resultant equation with (18) and using (17), we arrive

$$
\begin{align*}
& f(2 x+y)+f(2 x-y)  \tag{19}\\
& \quad=12 f(x)-4 f(x+y)-4 f(x-y)
\end{align*}
$$

for all $x, y \in X$. Setting $(x, y)=(x,-2 y)$ in (19) and using (17), we arrive

$$
\begin{align*}
& f(x-y)+f(x+y)  \tag{20}\\
& \quad=6 f(x)-2 f(x-2 y)-2 f(x+2 y)
\end{align*}
$$

for all $x, y \in X$. Replacing $x$ by $y, y$ by $x$ in (20) and using oddness of $f$, we obtain

$$
\begin{align*}
& -f(x-y)+f(x+y)  \tag{21}\\
& \quad=6 f(y)+2 f(2 x-y)-2 f(2 x+y)
\end{align*}
$$

for all $x, y \in X$. Replacing $y$ by $-y$ in (21), using oddness of $f$, we arrive

$$
\begin{align*}
& 2 f(2 x-y)  \tag{22}\\
& \quad=2 f(2 x+y)-6 f(y)-f(x-y)+f(x+y)
\end{align*}
$$

for all $x, y \in X$. Using (22) in (19), we obtain

$$
\begin{align*}
& 4 f(2 x+y)  \tag{23}\\
& \quad=-9 f(x+y)-7 f(x-y)+24 f(x)+6 f(y)
\end{align*}
$$

for all $x, y \in X$. Replacing $x+y$ by $y$ in (23), we get

$$
\begin{align*}
& 4 f(x+x+y)=-9 f(x+y) \\
& \quad-7 f(2 x-x-y)+24 f(x)+6 f(-(x-(x+y))) \\
& \quad 7 f(2 x-y)  \tag{24}\\
& \quad=-4 f(x+y)-6 f(x-y)-9 f(y)+24 f(x)
\end{align*}
$$

for all $x, y \in X$. Adding (23) and (24), we arrive

$$
\begin{align*}
& f(2 x+y)+f(2 x-y)  \tag{25}\\
& =-\frac{79}{28} f(x+y)-\frac{73}{28} f(x-y)+\frac{6}{28} f(y)+\frac{264}{28} f(x)
\end{align*}
$$

for all $x, y \in X$. using (19) and (25), we arrive

$$
\begin{equation*}
-11 f(x+y)-13 f(x-y)=2 f(y)-24 f(x) \tag{26}
\end{equation*}
$$

for all $x, y \in X$. Replacing $x$ by $2 x$ in (19) and in the resultant again using (19), we get

$$
\begin{align*}
& f(4 x+y)+f(4 x-y)  \tag{27}\\
& \quad=-24 f(x)+16 f(x+y)+16 f(x-y)
\end{align*}
$$

for all $x, y \in X$. Putting $2 x+y$ instead of $y$ in (19) and using oddness of $f$, we obtain

$$
\begin{align*}
& f(4 x+y)-f(y)  \tag{28}\\
& \quad=12 f(x)-4 f(3 x+y)+4 f(x+y)
\end{align*}
$$

for all $x, y \in X$. Replacing $y$ by $-y$ in (28), using oddness of $f$ and adding the resultant equation with (28), we arrive

$$
\begin{align*}
& f(4 x+y)+f(4 x-y)=24 f(x)  \tag{29}\\
& \quad-4[f(3 x+y)+f(3 x-y)]+4[f(x+y)+f(x-y)]
\end{align*}
$$

for all $x, y \in X$. Replacing $y$ by $x+y$ in (19) and using oddness of $f$, we arrive

$$
\begin{align*}
& f(3 x+y)+f(x-y)  \tag{30}\\
& \quad=12 f(x)-4 f(2 x+y)+4 f(y)
\end{align*}
$$

for all $x, y \in X$. Replacing $y$ by $-y$ in (30) and combining the resultant equation with (30) and using (19), we get

$$
\begin{align*}
& f(3 x+y)+f(3 x-y)  \tag{31}\\
& \quad=-24 f(x)+15 f(x+y)+15 f(x-y)
\end{align*}
$$

for all $x, y \in X$. Using (31) in (29), we get

$$
\begin{align*}
& f(4 x+y)+f(4 x-y)  \tag{32}\\
& \quad=120 f(x)-56 f(x+y)-56 f(x-y)
\end{align*}
$$

for all $x, y \in X$. Using equations (27) and (32), we arrive at

$$
\begin{equation*}
f(x-y)=2 f(x)-f(x+y) \tag{33}
\end{equation*}
$$

for all $x, y \in X$. Using (33) in (26), we arrive (8). Therefore, $f$ is additive function.

Let $\phi$ be a function from $X \times X$ to $Z$. A mapping $f$ : $X \rightarrow Y$ is said to be $\phi$-approximately additive function if

$$
\begin{align*}
& N(3 f(x+3 y)-f(3 x+y)-12[f(x+y)+f(x-y)] \\
& +24 f(x)-8 f(y), t) \geq N^{\prime}(\phi(x, y), t) \tag{34}
\end{align*}
$$

## 3 Fuzzy Stability of (6) using Fixed Point Alternative

The following lemma [22] which will be used in our main result.
Lemma 1.Let $\left(Z, N^{\prime}\right)$ be a fuzzy normed space and $\phi: X \rightarrow$ $Z$ be a function. Let $E=\{g: X \rightarrow Y ; g(0)=0\}$ and define

$$
\begin{aligned}
& d_{M}(g, h) \\
& =\inf \left\{a \in \mathbb{R}^{+}: N(g(x)-h(x), a t) \geq N^{\prime}(\phi(x, 0), t)\right\}
\end{aligned}
$$

for all $x \in X, t>0$ and $h \in E$. Then $d_{M}$ is a complete generalized metric on $E$.

Theorem 4.Let $X$ be a linear space and $\left(Z, N^{\prime}\right)$ be a FNS. Suppose that a function $\phi: X \times X \rightarrow Z$ satisfying $\phi(3 x, 3 y)=\alpha \phi(x, y)$ for all $x, y \in X$ and $\alpha \neq 0$. Suppose that $(Y, N)$ be a fuzzy Banach space and $f: X \rightarrow Y$ be a $\phi$-approximately additive function. If for some $0<\alpha<3$

$$
\begin{equation*}
N^{\prime}(\phi(3 x, 0), t) \geq N^{\prime}(\alpha \phi(x, 0), t) \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} N^{\prime}\left(\phi\left(3^{n} x, 3^{n} y\right), 3^{n} t\right)=1 \tag{36}
\end{equation*}
$$

for all $x, y \in X$ and $t>0$. Then there exists a unique additive mapping $A: X \rightarrow Y$ such that

$$
N(A(x)-f(x), t) \geq N^{\prime}(\phi(x, 0),(3-\alpha) t)
$$

for all $x \in X$ and $t>0$.

Proof.Put $y=0$ in (34). we arrive

$$
\begin{equation*}
N\left(\frac{f(3 x)}{3}-f(x), \frac{t}{3}\right) \geq N^{\prime}(\phi(x, 0), t) \tag{37}
\end{equation*}
$$

for all $x \in X$ and $t>0$. Consider the set $E=\{g: X \rightarrow$ $Y ; g(0)=0\}$ together with the mapping $d_{M}$ defined on $E \times$ $E$ by

$$
\begin{aligned}
& d_{M}(g, h) \\
& =\inf \left\{a \in \mathbb{R}^{+}: N(g(x)-h(x), a t) \geq N^{\prime}(\phi(x, 0), t)\right\} .
\end{aligned}
$$

for all $x \in X, t>0$ and $h \in E$. It is known that $d_{M}(g, h)$ complete generalized metric space by Lemma 1 . Now, we define the linear mapping $J: E \rightarrow E$ such that

$$
J g(x)=\frac{1}{3} g(3 x) .
$$

It is easy to see that $J$ is a strictly contractive self-mapping of $E$ with the Lipschitz constant $\frac{\alpha}{3}$. Indeed, let $g, h \rightarrow E$ be given such that $d_{M}(g, h)=\varepsilon$. Then

$$
N(g(x)-h(x), \varepsilon t) \geq N^{\prime}(\phi(x, 0), t)
$$

for all $x \in X$ and $t>0$. Thus

$$
\begin{align*}
& N\left(J g(x)=J h(x), \frac{\alpha}{3} \varepsilon t\right)  \tag{38}\\
& \quad=N\left(\frac{g(3 x)}{3}-\frac{h(3 x)}{3}, \frac{\alpha}{3} \varepsilon t\right) \\
& \quad=N(g(3 x)-h(3 x), \alpha \varepsilon t) \geq N^{\prime}(\phi(3 x, 0), \alpha t),
\end{align*}
$$

for all $x \in X$ and $t>0$. Using (35) in (38), we obtain

$$
\begin{aligned}
& N\left(J g(x)-J h(x), \frac{\alpha}{3} \varepsilon t\right) \\
& \quad \geq N^{\prime}(\alpha \phi(x, 0), \alpha t)=N^{\prime}(\phi(x, 0), t)
\end{aligned}
$$

for all $x \in X$ and $t>0$. Therefore

$$
d_{M}(g, h)=\varepsilon \Rightarrow d_{M}(J g, J h) \leq \frac{\alpha \varepsilon}{3} .
$$

This means that

$$
d_{M}(J g, J h) \leq \frac{\alpha}{3} d_{M}(g, h),
$$

for all $g, h \in E$. Next from (37), we have $d_{M}(f, J f) \leq \frac{1}{3}$. Using the fixed point alternative we deduce the existence of a fixed point of $J$, that is, the existence of a mapping $A$ : $X \rightarrow Y$ such that $A(3 x)=3 A(x)$, for all $x \in X$. Moreover, we have $d_{M}\left(J^{n} f, A\right) \rightarrow 0$, which implies

$$
N-\lim _{n} \frac{f\left(3^{n} x\right)}{3^{n}}=A(x)
$$

for every $x \in X$. Also

$$
d_{M}(f, A) \leq \frac{1}{1-L} d_{M}(f, J f)
$$

implies

$$
d_{M}(f, A) \leq \frac{1}{3\left(1-\frac{\alpha}{3}\right)}=\frac{1}{3-\alpha}
$$

This implies that

$$
\begin{equation*}
N\left(A(x)-f(x), \frac{1}{3-\alpha} t\right) \geq N^{\prime}(\phi(x, 0), t) \tag{39}
\end{equation*}
$$

for all $x \in X$ and $t>0$. Replacing $t$ by $(3-\alpha) t$ in (39), we obtain

$$
N(A(x)-f(x), t) \geq N^{\prime}(\phi(x, 0),(3-\alpha) t)
$$

for all $x \in X$ and $t>0$. Let $x, y \in X$. Then

$$
\begin{align*}
& N(3 A(x+3 y)-A(3 x+y)-12[A(x+y)+A(x-y)]  \tag{40}\\
& \quad+24 A(x)-8 A(y), t) \geq N^{\prime}(\phi(x, y), t)
\end{align*}
$$

for all $x \in X$ and $t>0$. Replacing $(x, y)$ by $\left(3^{n} x, 3^{n} y\right)$ in (40), we get

$$
\begin{aligned}
& N\left(\frac { 1 } { 3 ^ { n } } \left(3 A\left(3^{n}(x+3 y)\right)-A\left(3^{n}(3 x+y)\right)\right.\right. \\
& -12\left[A\left(3^{n} x+3^{n} y\right)+A\left(3^{n} x-3^{n} y\right)\right] \\
& \left.\left.+24 A\left(3^{n} x\right)-8 A\left(3^{n} y\right)\right), t\right) \geq N^{\prime}\left(\phi\left(3^{n} x, 3^{n} y\right), t\right)
\end{aligned}
$$

for all $x, y \in X$ and $t>0$. By (36), we conclude that $A$ fulfills (6).

The uniqueness of $A$ follows from the fact that $A$ is the unique fixed point of $J$ with the following property that there exists $u \in(0, \infty)$ such that

$$
N(A(x)-f(x), u t) \geq N^{\prime}(\phi(x, 0), t)
$$

for all $x \in X$ and $t>0$. This completes the proof of the theorem.

By a modification in the proof of Theorem 4, one can prove the following:

Theorem 5.Let $X$ be a linear space and $\left(Z, N^{\prime}\right)$ be a FNS. Suppose that a function $\phi: X \times X \rightarrow Z$ satisfying $\phi\left(\frac{x}{3}, \frac{y}{3}\right)=$ $\frac{1}{\alpha} \phi(x, y)$ for all $x, y \in X$ and $\alpha \neq 0$. Suppose that $(Y, N)$ be a fuzzy Banach space and $f: X \rightarrow Y$ be a $\phi$-approximately additive function. If for some $\alpha>3$

$$
\begin{equation*}
N^{\prime}\left(\phi\left(\frac{x}{3}, 0\right), t\right) \geq N^{\prime}(\phi(x, 0), \alpha t) \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} N^{\prime}\left(\phi\left(3^{-n} x, 3^{-n} y\right), 3^{-n} t\right)=1 \tag{42}
\end{equation*}
$$

for all $x, y \in X$ and $t>0$. Then there exists a unique additive mapping $A: X \rightarrow Y$ such that

$$
N(A(x)-f(x), t) \geq N^{\prime}(\phi(x, 0),(\alpha-3) t)
$$

for all $x \in X$ and $t>0$.

The proof of the above theorem is similar to the proof of Theorem 4, hence omitted.

Corollary 1.Let $0<\alpha<3$ or $0>3$. Let $X$ be a linear space, $\left(Z, N^{\prime}\right)$ an Fuzzy Normed Space, and $(Y, N)$ be a fuzzy Banach space. Suppose $z_{0} \in Z$ If $f: X \rightarrow Y$ is a mapping such that for all $x, y \in X, t>0$,

$$
N(D f(x, y), t) \geq N^{\prime}\left(\left(\|x\|^{p}+\|y\|^{p}\right) z_{0}, t\right)
$$

and $f(0)=0$, then there is a unique additive mapping $A$ : $X \rightarrow Y$ such that

$$
N(A(x)-f(x), t) \geq N^{\prime}\left(\|x\|^{p} z_{0},|3-\alpha| t\right),
$$

for all $x \in X$ and $t>0$.
Proof.Let $\phi(x, y)=\left(\|x\|^{p}+\|y\|^{p}\right) z_{0}$ for all $x, y \in X$. The result follows from Theorem 4 and Theorem 5.

## 4 Ulam- J Rassias Stability of functional equation (6)

The following corollary gives the Ulam-J Rassias stability for the additive functional equation (6). This stability involving the sum of powers of norms and the product of powers of norms, i.e., it involves the mixed powers of norms and this was introduced by J.M. Rassias [21]. Hence the stability discussed in the following Corollaries 2 and 3 is known as Ulam-J Rassias stability involving the mixed product of sum of powers of norms.
Corollary 2.Let $0<\alpha<3$. Let $X$ be a linear space, $\left(Z, N^{\prime}\right)$ an Fuzzy Normed Space, and $(Y, N)$ be a fuzzy Banach space. Suppose $z_{0} \in Z$ If $f: X \rightarrow Y$ is a mapping such that for all $x, y \in X, t>0$,

$$
N(D f(x, y), t) \geq N^{\prime}\left(\left(\|x\|^{p}+\|y\|^{p}+\|x\|^{p}\|y\|^{p}\right) z_{0}, t\right)
$$

and $f(0)=0$, then there is a unique additive mapping $A$ : $X \rightarrow Y$ such that

$$
N(A(x)-f(x), t) \geq N^{\prime}\left(\|x\|^{p} z_{0},(3-\alpha) t\right)
$$

for all $x \in X$ and $t>0$.
Proof.Let $\phi(x, y)=\left(\|x\|^{p}+\|y\|^{p}+\|x\|^{p}\|y\|^{p}\right) z_{0}$ for all $x, y \in X$. The result follows from Theorem 4.
Corollary 3.Let $\alpha>3$. Let $X$ be a linear space, $\left(Z, N^{\prime}\right)$ an Fuzzy Normed Space, and $(Y, N)$ be a fuzzy Banach space. Suppose $z_{0} \in Z$ If $f: X \rightarrow Y$ is a mapping such that for all $x, y \in X, t>0$,

$$
N(D f(x, y), t) \geq N^{\prime}\left(\left(\|x\|^{p}+\|y\|^{p}+\|x\|^{p}\|y\|^{p}\right) z_{0}, t\right)
$$

and $f(0)=0$, then there is a unique additive mapping $A$ : $X \rightarrow Y$ such that

$$
N(A(x)-f(x), t) \geq N^{\prime}\left(\|x\|^{p} z_{0},(\alpha-3) t\right)
$$

for all $x \in X$ and $t>0$.
Proof.Let $\phi(x, y)=\left(\|x\|^{p}+\|y\|^{p}+\|x\|^{p}\|y\|^{p}\right) z_{0}$ for all $x, y \in X$. The result follows from Theorem 5.

## 5 Application of functional equation (6) in digital logic circuits

The basic elements of digital systems are logic circuits. The logic gate can have a minimum of two inputs (except NOT gate) and gives output based on the operations. The OR gate is only used for this property. Digital circuits are simpler, cheaper but equivalent, realizations of a circuit can reap huge payoff's in reducing the overall cost of the design.

All digital electronic circuits and microprocessor based systems are constructed from the basic building blocks of digital logic gates. Basic digital logic gates perform logical operations of AND, OR and NOT on binary numbers. In digital logic design only two voltage levels or states are allowed and these states are generally referred to as Logic 1 and Logic 0, High and Low, or True and False. These two states are represented in Boolean algebra and standard truth tables by the binary digits of 1 and 0 respectively.

A good example of a digital state is a simple light switch as it is either ON or OFF but not both at the same time. Then we can summarise the relationship between these various digital states as being:
Boolean Algebra: Logic 1 Logic 0, Boolean Logic: True(T), False (F) and Voltage State: High(H), Low (L).

Most digital logic gates and digital logic systems use Positive logic, in which a logic level 0 or LOW is represented by a zero voltage, $0 v$ or ground and a logic level 1 or HIGH is represented by a higher voltage such as +5 volts, with the switching from one voltage level to the other, from either a logic level 0 to a 1 or a 1 to a 0 being made as quickly as possible to prevent any faulty operation of the logic circuit.

There also exists a complementary Negative Logic system in which the values and the rules of a logic 0 and a logic 1 are reversed but in this tutorial section about digital logic gates we shall only refer to the positive logic convention as it is the most commonly used.

Consider the left hand side of functional equation (6).

$$
\begin{aligned}
& 3 f(x+3 y)-f(3 x+y) \\
& \Rightarrow 3(f(x)+3 f(y))-3 f(x)-f(y) \\
& \Rightarrow 3(f(x)+3 f(y))+3 \bar{f}(x)+f \overline{(y)} .
\end{aligned}
$$

Assume $3 f(x)$ is 1-level and $3 \overline{f(x)}$ is 0-level, we get


Consider the Right hand side of functional equation (6)
$12[f(x+y)+f(x-y)]-24 f(x)+8 f(y)$
$\Rightarrow 12 f(x)+12 f(y)+12 f(x)-12 f(y)-24 f(x)+8 f(y)$
$\Rightarrow 12 f(x)+12 f(y)+12 f(x)+8 f(y)+12 \bar{f}(y)+24 \bar{f}(x)$.
We get


## 6 Conclusion

In this paper, we studied the general solution for the new additive functional equation and investigated its Hyers-Ulam-Rassias stability and Ulam-J Rassias stability in fuzzy normed space using the fixed point technique. This method is easier and gives better results than the stability problem solved by other fuzzy settings. Also, we studied the application of functional equation (6) in digital circuits. The additive functional equation (6) with digital logic circuits are used for many industrial applications, such as electrical drives, locomotive, control systems and traction, etc.,
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