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Abstract: Polar codes are linear codes which split input channels de@se its transition performance and provably achieve the
capacity of symmetric binary discrete memoryless chani@BMC). The idea of Polar codes is related to the recursarestruction

of Reed-Muller codes on the basis of 2-order square m@sgixcan achieve the symmetric capacity of arbitrary binaputrdiscrete
memoryless channels and to create fidnmdependent copies of a B-DM®@, N different channels through a linear transformation.
It has already been mentioned that in principle larger r@srican be employed to construct polar codes with betteonpeahces.

In this paper we consider a problem of systematic constmstof polar codes based on fast channel polarization ofyitiacrete
memoryless channel, which is an idea approach to constoaet sequences as splitting input channels to increase tbi ate. We
analyzes a novel polar channel coding and decoding appimaadking the 4< 4 matrix G4 = G?Z as a core on dual binary discrete
memoryless channels (D-BDMC). In this paper, we charazgéts parameters for a given core square standard n@jrand derive
upper and lower bounds on achievable exponents of derivied podes based 0G4 = fo” with block-length #, through which
the performance can be improved with lower encoding and diegocomplexity and achieve explicit construction. We shgate
polarization schemes whose salient features may be deawitleé maximize likelihood (ML) decoder, which render thensmes
analytically tractable and provide powerful low-comptgxcoding algorithms. Moreover, we give a general family ofgn codes
based on Reed-Mull codes with fast channel polarization.

Keywords: Polar code, dual binary discrete memoryless channels,-Rliediccode.

1 Introduction [4]. Following Ariank’s paper {], authors of p] had
introduced a list successive-cancellation (SCL) decoding
algorithm with consideration of. SC decoding paths,
where the results showed that performance of SCL was
very close to that of maximume-likelihood (ML) decoding.
Then, to decrease the time complexity of the SCL,
%nother decoding algorithm derived from SC called stack
successive-cancellation (SCS) was proposed 6h [

Polar codes, introduced by Arikanl][ achieve the
capacity of arbitrary binary-input symmetric DMCs.
Moreover, they have low encoding and decoding
complexity and an explicit construction. The channel
polarization may be consisted of code sequences using
belief propagation (BP) decoder with symmetric high rate . 4 : .
capacity in given binary-input discrete memoryless Fudrthedrmore, hlt \i/(vas Rprovg(rjl C'FSI tlfjat, with Cny|IC d
channels (B-DMC). It is a commonplace phenomenonre undancy check (CRC) aided, SCL even outperforme
that is almost impossible to avoid as long as several"°"® than some turbo codes.

similar channels are combined in a sufficient density with  The proposed symmetric capacity is the highest
certain elegant connection®][ The investigation of coding rate achievable subject to using the input alphabets
channel polarization not only has become an interestingf the channel with equal probability. It is known that
theoretical problem, but also have lots of practical polar code is the first provably capacity achieving codes
applications in signal sequence transforms, dataor an arbitrary B-DMC with low encoding and decoding
processing, signal processing, and code coding th&bry [ complexity [7,9,10,11]. In [12], the polarization
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phenomenon has been studied for arbitrary kernel The two parameters are much useful while consider
matrices, rather than Ariank’s original>X22 polarization  the measurements of rate and reliability of D-BDMC.
kernel, and error exponents were derived for each such(W) is a measure of rate in a channel. It is well-known
kernel. The construction of polar codes is based on thehat reliable communication is possible over a symmetric
transformation oG?” to a block ofN = 2" bits that are B-DMC at any rates up td(W). The Bhattacharyya
transmitted to the output of independent copies of aparameter is a measure of the reliability of a channel
B-DMC W, where the notion &’ denotes Kronecker since Z(W) is an upper bound on the probability of
product. Asn grows large, the channels seen by individual maximume-likelihood (ML) decision error for uncoded
bits start being polarized. Namely, some channelstransmission ovew.

approach to either a noiseless channel or a pure-noise Furthermore, note thaZ(wW) and 1— (W) are
channel, where the fraction of channels becomingexpectations of the functiong(x) = 2\/m and
noiseless is close to the symmetric capat{ty/) that is g(x) = —xlog(x) — (1 — x)log(1 — x) over the distribution
the high rate of reliable communication channel. P, respectively.

Motivated by a fascinating aspect of Shannons  Denote the length of codewords we will transmit over
channel coding theorem that shows the existence ofy by n = 2™ Given y = (Y1.Y1,..¥n) € " and
capacity achieving code sequences, we show a novel = (Ug,ug,...un) € 2", thus the total underlying
construction of provably capacity-achieving sequencesnemoryless channel can be expressed as
with low coding complexities with BP decoders. This

paper is an attempt to meet this elusive goal for B-DMC, n n o

which is an extension of work where channel combining W (y|u) = _uW(y.|x.).

and splitting were used to to improve the sum cutoff rate =

(1], [3], [4]. Thus, the correspondstdndependent uses of the channel

In this paper, we consider the construction of polarw. Let G, be the standard polarization matrix, shown as
codes based on the transformationGjf" to a block of

N = 4" bits transmitted to independent copies of a dual 10
binary discrete memoryless channels (D-BDM@). A Gy = 11)
channel is called as D-BDMC of it is composed of two

pair of channeld\, that are used as a core for channel for which Ggl =G,.

polarization by Arikan 1]. As n grows large, the channels Let G5™ be them-fold Kronecker product ofs and
seen by individual bits start being fast polarized with ag_ pe then x n bit-reversal permutation matrix. Thus, the
lower complex computation. transition probabilities is

The organization of the paper is as follows: Section Il 1
reviews polar code and describes our proposedy(y, y;_,|u) = z %Wn(YKUifl’Ui,V)BnG?m) 3)
polarization construction. In Section Ill, we propose a veo)
novel polar coding algorithm. The simulation results are ) o . . L
presented to show the good performance of the proposeghe maximume-likelihood decision rule for estimatings
method in Section 1V, and section V concludes the paper. g; = max{W(y, u;_1|0), W (y, ui_1|1)}. (4)

This is the decision rule used in successive cancellation
2 Polarization Construction decoding. _
In this paper, we use the notatlalﬂ to denote a row
In this section, we briefly review polar codes and considetvector(ay,-- - ,ay). For a given vectoa?, we writeaij to
a novel construction of polar codes which is based on D-denote the subvectdg, - -- ,a;) for j > i. Moreover, we
BDMC and generate them from four copies of a genericwrite a,, to denote the subvectds; : i € <), and write

B-DMC W with special characters. al , to denote the subvecté : 1 <i < |, i odd) with odd
First, we define two important parameters of —

symmetric B-DMCs: the mutual information and the indices, andh  to denote the subvectoa; 1 1 <i < j, i
Bhattacharyya parameter. Consider a generic B-DMCeven with even indices. Also, we writa’l‘I to denote the
W 2" — @ with input alphabet?” = {0,1}, output  supvectora : 1< i< j, i =4l +Kk) with indicesi = 4l +k
alphabet?” and transition probabilitied/(y|x) for xe 2°  for k € {1,2,3,4}. The notationV/N is used for denoting
andy € 7, there are two channel parametet [.e., the  the combined channel correspondingtaises oW, and

symmetric capacity hence one haa/N : 2N — #N with
W(y|x)
(W) = 5W(ylx)log ;@ N
Z/y 2 2W(y[0) +Z3W(yl1) WHYEpA) = [WO )
and the Bhattacharyya parameter =
Z(W) = Z W(y[0O)W(y]1). ) Ch'annel polarization over D-BDMC is an operation
v by which one manufactures out of independsntopies
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Fig. 1. The combined chann®¥; with its lower-level channalv.

of a given B-DMCW for N = 4" generate a second set of
N channels{\W, : 1 <i < N} that show an affection of
channel polarization in a sense that,ralsecomes large,
for some indices X i < N the symmetric capacity terms
{I(WY) : 1 <i < N} tend towards 0 or 1. This operation

splitting phase.

For channel combining phase, it combingscopies
of a given B-DMCW in a recursive manner to produce a
combined vector chann®y for N = 4", This recursion
begins at the zero level with one copyWwfand hence we
let W, = W. Consequently the first level of the recursion
combines four independent copiedféfas shown in Fig. 1
and obtains the channék : .24 — 2“4 with the transition
probabilities being calculated as

Wa(yglu) = W(y1| Sty Ui)W(y2|uz & Ug) (5)
W(ys|us & Us)W (ys|us), (6)

where @& Ui £ up @ - @ Up. In Fig.2, Ry is the
permutation operation that maps an ingsit, Sp, S3, &) to
Vi = (s1,%,%3,%). The mapping\, : uj — y7 from input
of Wj to output ofW* can be denoted by

consists of a channel combining phase and a channel '*—# o = Ii*y”
W(M @)
Uy | W/ Mx”@ e

W (y1|ug) = WH(y1|x$) = W(y1|uiGa),

Wi
Uys | % //:xls w lifyls
Wi

Fig. 2: The transformation of the combined chanwg from its
lower-level channel;.

Using this convention, we can define a group code based
on the given binary matrix without actually defining a
multiplication operation for the group.

The second level of the recursion is shown in Fig.2
where four independent copies W, are combined to
create the channi,> with transition probabilities

4_ 4 .
wherex] = u7G4 and the element &4 determine whether W0 (Y%6|U%6) _ W4(y‘1‘| €9i4:1 ui, €9i8=5ui 7 EBilzzgui ’ €9ilflsui)

an element oli* apperas as a summand in the encoded

word or nor, at here we consider the

1000
1100
1010}
1111

Gs=G5%=

for which G, ! = G4. Thenu$Gy is defined as

1000 Up +Uzx+ U3+ Ug
1100} _ Uz + Ug

[utgusta] x | 3 g1 o | = Us + Uy )
1111 Ug

3 7 11 15
W (V3| B2, Ui, gUi, Bty o, B 4u1)
12, .4 8 12 16
Wa(Yg| ©ig Ui, BizUi, DiZg1Ui, BiZ15Ui)
16
Wi (y13|Us, U, U2, Uss),

The general form of the recursion is shown in Fig. 3
where four independent copies 0§ /4 are combined to
produce the chann®lfy for N = 4". It is obvious that the
mappingW : u) — yY from the input of the synthesized
channel to the input of the underlying raw channels is
linear overGF (2). Thus it is represented by a mat®y
so that

W (v Jul) = WN (Y vl = W (yY |uY Gy),
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u Bhattacharyya Distribution
1 . > 1 T
U, % Y2
u, / N WN/4 s
U, - - Ya
Unidur l »YN/as1
Uy, +2% » YN/442
u 1+%/ . WN/4 » YNi4s3
Uyihiay . > VNiasa 0.2t N
i SN
Unsboy : y .l "’\\\/';“\\Q\\\\
Uy, +2% > Vnioe2 % 1 2 2 4 5 6
w
u +3/ . N/ Yn12+3
u +:
M : : : i Fig. 4: Bhattacharyya bound distribution with increasenaind
uy f | : s beginning 0.5.
Uy_ % »YN-_2
Uy | / . . WN/4 Yna 5
u, . - Ve Z(y1,Y2 | u1) < 2Z(W) — Z(W)“, (10)
Z(y1,Y2, U1 | Up) = Z(W)?, (11)

WN

Fig. 3: Arecursive construction affy based on four lower-order

channelsiy 4.

wherey) € N, ulY € 27N, andGy = G;".

To analyze the behavior of these channels, we may define
a random process processing as the Bhattacharyya bound
distribution with increase of layersi.e., the layer of 2is
3, in Fig. 4.

Proposition 1: For any D-BDMC with respect tdl =
4" the channelw,f,') can be polarized with large, i.e.,
for any fixedd € (0,1), asn goes to infinite, the fraction

of indicesi € {1,--- ,N} for whichW,f,i) € (1-9,1] goes

For channel splitting phase, having synthesized the,, I(W) and the fraction for WhiCWV,\(,i> € [0,5] goes to

vector channély out of WN, we splitWy back into a set
channels

of binary-input coordinate
W) 1 2" — @N x 271 for any 1< i < N, which is
defined by the transition probabilities

i i 1
WO ) = 5 g ROl (7)
Uit1
where the notation(y}, u;~?

W,E‘i) for the given inputu;. It's clear that when) is a

priori uniform on 27N, thenW,\(,i> is the effective channel

seen by theth decision element. In the basic calles 2,

using chain rule of mutual information, the linear
transform betweeriu;,u) and (X1,Xp) is a one-to-one

mapping, which is shown as follow

[(u1,U2;Y1,Y2) = 1(ug; Y1, Y2) 4+ 1(ug; Y, Yo, [ (Ug). (8)
It's clear that

[(y1, Y2 | ur) +1(y1, Y2, U1 | Ug) = 21(W), )

) represents the output of

[(W).
The channel capacity(W,g')) for anyi € {1,---,N}
can be calculated using the following recursive relations

L") = 1wy, )t

L") = 1) = 1w),)?

Z1wW)h (12

) — 20w N

W) = 41 wy) N/a

N/4
where I(Wl(l>) = |(W). In addition, to describe the
performance of the proposed polar codes, the speed with
which the polarization takes hold as a functionMfis

important. Thus, we consider to define the following
parameters over splitting channel

Z04) = 3 3 W08 ur o) 0.l ),
yh u|—1

(13)
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For any given D-BDMC based on any B-DM@, the & W
goal is to show that the blockwise channel transformation W, - w
can be broken recursively into single-step channel /><
transformations. Thus, we define a single-step e WE W
transformation of four independent copies of a !
binary-input channel as follows a

W;:J 4 W

WWWW) (W w2 w2 w ), (14)
where
1
W () = 3 G Wiyl iy ) Wivzluz & )
uz
“W(ys|uz @ Us)W (ya|us)
1
AN SATAERMICIEE
uz
"W (y3|Us & Ug)W (Ya|Us)
1
W, (v glug) = 5 ZW(ya] Sg U )W(Yzuz & ua)
Ug
"W (y3|Us & Ug)W (Ya|Us)
1
W, (v, Uslug) = ZW| Ly U)W (Yzluz & ua)
“W(ys|us & Us)W (ya|ua) (15)

Generally, for anyN = 4" and 1< i < N the above

(2
- /\n -

Fig. 5: The channel transformation witth = 4 channels.

4i-1 P
Wngl Ty, U7 3|usio1)
1 . .
:ZZWI\(II) % 69i4=j ullll,j 4 @?'=4i—3 uj)
Ui
Wl\(ll) (YR 10 U‘fj“ © Uf,Zﬂ Ugi—2 & Ugj)
i—4

(i) 3N 4i—4 . 4
Wy (YZN+1aU173 DUy |Usgi—1D Ugj)

WY (3N 1, ug's ¥ ua) (19)

4 P
Wi (4N, uf' =2 ua)

=W ot el oty su)

definition can be similarly extended with the following W (y&N ;,uf>* @ uf',4|us 2@ ug)

results

i i i i 4i—-3 4i—2 4i—-1 4i
)PP )

(16)
where

Wi 2y uf 4 ugi_s)
= 3 PO et Y o s

Ui 2

Wl\(li) (YR 1, U£11i72_4 & u?l.li,24| Ugj—2 € Ug)

W (3, 1, U5 U A ug)

Wr\(1i> (YaN-1, UfZ *ugp) 17)
Woy 2 (N uf 3 ug o)
=2 %W&”(y?,@f‘: i ety su)

Ugi_3

W (v, ud54 @ g o ug)

W (Y31 Uy © Uy a1 @ ug)

Wr\(1i> (YaN+1, UfZ 4ug) (18)

i) 3N 4i—4 . 4i-4
Wl\(l (Yan+1:UTg B UL, " |Usi—1 6 Ugi)

WY (3N 1, uz'z*|us) (20)
whereuy’; = (Use+j 1 1 < 4k+j <w;j =1,23,4) for
anyw > 1. The full set of such transformation form a
fabric as shown in Fig[Processing] fof = 4. The figure
starts  with two copies of transformation
(W,W) (W2(1>, 2(2>) and in the next layer, each
representing a channel transformation of the form
1) (2 1 2 1 3 2) \p/(4
W W), e we®) o w wi® wi® wi ),
Independent copies are halved at each step.
From the above discussions, it is shown that the block-

wise channel transformation frod™ to W,\(,I> breaks out

at a local level into single-step channel transformations.
As an example, we consider a set of such transformations
illustrated in Fig.2 forlN = 16, in which the figure starts
with four copies of the transformation

(WWIWW) — (W w2 P )
and continues in butterfly-like patterns.  This

transformation can be generalized to represent another
family of channel transformation

k K k K 4k—3 4k—2 4k—1 4k
(W W W) — (S w P Y w ),
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The four channels at the right endpoints are always3 Polar Coding Algorithm

identical and independent. There are 16 independent

COpIeS OfW at the I’IghtmOSt IeVeI COi‘lSIder the SeCOHd In th|s Sec“on we will Cons|der the encod"']g and
|eVe| to the |eft there are four Independent COpIes Ofdecod”']g of the present po'ar Codes Therefore\lf@f 4n
{W4 : k=1,2,3,4}, and so on. Each step to the left we present an explicit algebraic expression for encoder,
quadruples the number of channel types, but quarters ththe generator matriGy for polar coding. When consider

number of independent copies.
Proposition 2: For any D-BDMC andN = 4" the
transformation

ORI W) = (WP W2 WD)

the encoding operatiou?GN of the polar codes, we
exploit the fast transform methods popular in signal
processing.

We will carry out the class o6Gy-coset codes for a
class of polar codes. Recall that individ@a|-coset codes
are identified by(N,K, <7, ). For the fixed parameters

is rate-preserving and reliability-improving in the sense (N,K,.o7), we keep a fregl,,c € 2"NK.

that
S i) (i)
J;)l(w4 ) =4 (Wy")

izwv:‘“ Vy < azw) (21)

J:

Channel splitting moves the rate and reliability of chasnel
away from the center in the sense that

LWy ) <t Wey ) =1Wig ) <t W) < 1w
ZWi ) >z ) =z ) >zZw) > Z(wiy)

with equality iff equalsl(W) = 0 or (W) = 1. The
reliability of channels satisfies the following condition

Z<vv V) <azow)) -z
Z(Wp ) < 2z(wW)) — Z(w)?
Z(W

) < 2zw) — zow)?
N4

Z<vviN>> =222+ (W) (22)

The cumulative rate and reliability of the channels satisfy

the condition

izva“) ;z

In a special case of a BDM@/ : 2" — % such that
W(y|0) =W(y|1), we havel (W) =1—¢ andZ(W) =¢
and the termZ(W) is called as erasure probabilityfor
erasure chann&V/. Thus we have the following results.

Proposition 3: Consider a binary erasure chaniél

with erasure probabilitg, each polarized chanriéi\(,i) has

the erasure probabilitg,s,i) that can be calculated from the
recursive relation

) < NZ(W). (23)

8[(1‘I(1]*3) _ 4£(J> — (g IEJ))47
54(1;“ 2) _ giki D _ gl _ (ElEJ))Z’
e = (V) +2(g))2. (24)

Whereeil> =Z(W)=c¢.

As an example, foN = 16 we takeGig = G4 2, i.e.,

100000000000000]
110000000000000
101000000000000
111100000000000
100010000000000
110011000000000
101010100000000
111111110000000
100000001000000
110000001100000
101000001010000
111100001111000
100010001000100
110011001100110
101010101010101

1111111111111111

Gis= (25)

First we compute the reliability terms of channel

polarizaton on the base of the vector
Z(N) = (zn.1,Zn.2, - - ,Zu,N) through the recursion

42— %, for1<j<k

27 i k— , fork+1<j <2k
Zyj = g Zi% k J (26)

27 j_ok— zgj o for 2k+1<j < 3k;

22 g+ 7 g Tor3k+1<j <4k,
for any k = 1,4,42,... 4"-1 starting withz; 1 = 1/4.
Next, we form a permutationy = (i1,---,in) Of the set
(1,---,N) so that for any < j < k <N, the inequality
N < 2Ny is true.

The generator matrixsp(N,K) of an (N,K) polar
code is defined as the sub-matrix Gf consisting of
rows with indices{is,---,ix} C {1,---,N}. It is easy to
see that the computational complexity of this code
construction method i®(Nlog, N).

Consider the matri%i, we have

716 =(0.004,0.016,0.035,0.049,0.016 0.063 0.063 0.141,
0.016,0.063 0.063 0.141,0.035,0.141 0.141,0.316),

which gives

The = (16,15,14,12,8,13 4,11,10,7,6,4,9,5,3,2,1).
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Thus a polar code can be constructed with the parameters A straightforward calculation using the recursive
(16,5,{16,15,14,12,8}), which has the generator matrix formulas (7)-(20) gives

Yo af )

11111111000000 M A )+ e A (04 () +1

111100001111000 st eWiyasd gy gy o)
Gis= | 110011001100110p, @) 2= ) Thacipcia A 1A (12} A3 (s)

101010101010101 L2 vy, a3

111111111111111

(A @)Y A () + P+
AW+ 55, AV () + P
which is also the generator of a Reel-Muller code with thg (4i— (y 0411' 2)

parameter$l6,5,8).

” ME_ (A (K)
Proposition 4: For any polar codéN,K) of a block =73 )
length N = 4" on D-BDMC, there is an encoder and ZJ:l'gN (k

decoder with the computational complex@Nlog, N). 3 oo .
|_(4I)(y17 4i— 1): I—l (gl\(ll)(”)(p(]) 'gl\(ll)(‘l)’ (30)
=1

)M i s (1)+Ps+1
)oK+ 5134 (1) + Pa
Consider the decoder for an arbitraBy-coset code

with parameter(N,K, .7, li.,c). The source vectou!

consists of a random sub-vectqr, and a frozen where (k) =1 — 20y, In [1], it is shown that the

i N - . block error probability of the SC decoder decays to zero
suz vectﬁru 7 C'IThet ve(’:\ltolrul Ibst t.ran;mlt.tt(:]d acrkc))s\m\.,t for rates belowl (W); consequently, polar codes achieve
and a channel outpuy; Is obtained with probability o c4nacity of symmetric B-DMCs using the SC decoder.

Wh (yY|u}). The decoder generates an estinidteof uY  The notation®(i) for i € {1,2,3,4} may be expressed as
for the given(y), tc).

4
() (s (i) s (i) (s
The SC decoder generates an estimteof uN by P ZXN )2y (I2) +3 A (104 (J2),
observing the channel outpyt'. The decoder takebl 2 Ji<l2 .
decisions for eachy. If u; is a frozen bit, the decoder will (i @) i) i\ epli) s (i),
fix 0; to its known value. Ifu; is an information bit, the PZ:JZJ_'XN I (J2) 4y (13)“1_L<Jz<j i!_ll‘gN (i)
2<13 1< J2<J3K=

decoder waits to estimate all the previous bits. For one . .
hand, ifi € /¢, i.e., the element; is known, then thé-th (. oK) (i) (i), - o
decision element is. = u;. For another, if € <7, then the ZlkZ SN LN (JZ)JFZ > A (04 (i2)
i-th decision element has to be waited until it has received Iz “h=k

the previous deC|S|onB" After that, we computes the

2 4
(I o(K) o (i) (k) (i) s
likelihood ratio (LR) as follows Py |_|'$N (é,fN (J))*’(JZ;Z”N (k)¢ )JELD?N (1),

wherej; # 1, jo #1, and.ZN)(j) are function defined by

. 1 N/4 N
LY o) = % 28 A=l el
W(yy, i i N2 A
t A2 =L (LN 5,0 0854 0 0k ),
i 3N/4 ~
A (3) =LY ()} 1 0K s @ %),
and generates its decision as (i) (i) i
N (4) =Ly (y3N+1aU14 )- (31)

Thus, the calculation of an LR at lendthis reduced to the
e ()N AL _ calculation of two LRs at lengtN /4. This recursion can
0 = { 0,if Ly (v1,077) = 1 (29)  be continued down to block length 1, at which the LRs are
1, otherwise. . (1)
calculated with the formull;” = W(y;|0) /W(yi|1).
By transmitting the information bits over B-DMC W,
polar-code sequences of block-length= 4" can be
which is then sent to all succeeding decision elementsconstructed starting with any polarizing core matéx It
This processing is a single-pass algorithm, with nois clear that the encoding and successive cancellation
revision of estimates. The complexity of this algorithm is decoding complexities of such codes can be much lower
determined essentially by the complexity of computingthan that of the previous schemes with complexities
the LRs. O(NIogN). The steps of how to build the encoding and
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decoding construction are summarized as shown a

follow: 10 ’ ‘
—ea— Polar(64,32), G,

[ —e— Pola(64.32), G,

1: Derive the relation between the chaan’%ll and
W'

2: Derive the recursive formulas betwe},qwl(nill) and
zZwW).

3: DeriveL(V\llgll) andL(V\/l(ni)) for ML decoding. i

4:Goto 1. 0%

BER

10k

4 Simulation and Discussion

In this section, we show the performance of the proposec 10° : : : : :
scheme in terms of the BER performance and bounds ol SNR(dB)

probability of block error with different block lengths

with some simulation results. In Fig.7, we investigate the

error performances under ML estimation of the polar rig 6: it error rates for (64,32) pola®, andG, codes on BPSK
codes for (64,32) by the use & and proposed method channel.

G4, where BPSK modulation is applied. In this case, the
proposed method achieved equivalent performance as
existing polar code. Moreover, as shown in Fig.8, our
proposed method does better error performance tha
existing polar code at high SNR regime with increasing 10
block length, where we fixed the codes length as (128,64

in this case. Fig. 9 shows the rate versus reliability
tradeoff for W using polar codes with block lengths 10
N € {4%,4% 4°}. This figure is obtained by using codes
whose information sets are of the form S
An) = {ie{1,..N}:ZW.’ < n)}, where 0< n <1 ol
is a variable threshold parameter. The bounds are plot o
R() = [AN)|/N versusB(n) = Sicam ZWy'). The
parameter is varied over a subset[0f1] to obtain the
curves. It shows that the achievable capacity as the blocl
length is increase [1]. 10

—e— Polar(128,64), G2
—— Pola(128,64),G4

BER

i i i i i

5 Conclusion 0 1 2 3 4 5 6
SNR(dB)
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In this paper, we suggest a polar code at block-length

N = 4", based on a specific matri®; and suggest the _

overall encoding/decoding structures and systems of th&!9: 7: Bit error rates for (128,64) polaB, and G, codes on
Polar code on D-BDMC, to improve the logarithm BPSKchannel.

expression of encoding/decoding of the Polar code with

the previous code which was proposed by Arikan. Also

we derive the steps of how to build the encoding and

decoding construction in detail. By transmitting the cancellation decoding complexities of such codes are
information bits over the BDMC chann#, polar codes  O(Nlog,N), which is better than Arikan's codes with
of blocklength 4 can be efficiently constructed starting complexitiesO(Nlog, N) for anyN > 4.

with any polarizing matrixG;". The complexity of the

proposed encoding scheme are much lower that the

previous which is proposed by Arikan. It can be shown Acknowledgements
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