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Abstract: The main features of wireless sensors are energy limitettehehe algorithm design with the enhancement of energy
efficiency becomes an important topic. Divide cluster in eeleiss sensor network (WSN) is a very important technolobickvcan
blend the data into the cluster to expand the lifetime of tht&@e network. In this paper, we are going to propose a newrdlgn to
be associated with a particle swarm optimization (PSO)rdlgn and Taguchi algorithm to select the optimal clustesidsefrom a
wireless cluster sensor network. In a WSN, PSO algorithnséiuo select cluster head and to reach the energy dissigalance
among all nodes, which can in turn reduce the probabilitthefdarly death of the nodes. Meanwhile, the equation of @btimmmber
of clusters is used to decide the field number of clusterswfdnergy adaptive clustering hierarchy (LEACH). In PSQoaitpm, the
selection of parameter is very important, hence, in ordactoeve optimal parameter value, too much number of exgerisis usually
spent, therefore, in this paper, Taguchi algorithm was b reduce the number of experiments and the energy digsipof the
node. Consequently, we can get the optimal parameter valBE© algorithm, and the energy dissipation of each node luam be
balanced. From the simulation result, it can be seen thapaposed PSO-LEACH architecture with Taguchi algorithra reduced
energy dissipation as compared to LEACH architecture ard-PSACH architecture, meanwhile, the energy balance ohewsle
can be reached, and the lifetime of the entire wireless seregwork can then be extended.

Keywords: Cluster head, particle swarm optimization, time delay,utdug

1 Introduction chain, and each node thus can only transmit and receive
data from its neighboring node. In each round, one node

As technology moves forwards, the volume of a nodewas selected randomly from the chain, the data was then
becomes smaller and smaller, and it is also of lower cosgathered and sent to the base station so as to reduce the
and more powerful. Therefore, node can be supplied imumber of nodes of direct communication with the base
massive number, and its applicable scope becomes widatation. The method proposed in literatu# fvas base
and wider, for example, military surveillance, station controlled dynamic protocol (BCDCP), in that
environmental monitoring, medical care and disastermethod, the generated cluster size was the same so as to
rescue action, etcl]. In the design of the entire wireless avoid the loading of cluster head and to balance the
sensor network (WSN), many important aspects have taenergy dissipation of each node. The cluster protocol
be considered, for example, small size node, the hardwargtroduced in ] is called low-energy adaptive clustering
complexity and extremely low energy dissipation, hence hierarchy (LEACH). LEACH architecture is a basic
energy efficiency is seen as the key design targetcluster protocol, which includes the formation of
Moreover, since each node is assigned with only limiteddistributed cluster, and cluster head will be randomly
cell to supply the energy, the energy of the node is limitedselected among the nodes. That algorithm operates
and unreplenishabl]. periodically, and it has the probability to become cluster

It was proposed in J that the objective of head in each period so as to ensure that each node will
power-efficient gathering in sensor information systemsbecome cluster head once at least withi® tound. Here,
(PEGASIS) was to enhance the life cycle of the network,P is the preset cluster head percentage. LEACH
and the use of greedy algorithm lets the nodes form a
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architecture organizes its operation into two ph&sé,[7, network and wireless model used under our protocol,
8], and the first phase is the setup phase which is used tsection 3 is our proposed PSO-LEACH architecture with
form the cluster, the second phase is stable-state phadeguchi algorithm within WSNs, and section 4 is the
which is used for data communication process. Thesimulation result, section 5 is the conclusion of this paper
application of particle swarm optimization (PSO)

algorithm in solving cluster issue of a WSN had been

proposed in §]. The author tried to, within each cluster, 2 System M odel

balance the number of node and candidate cluster head, at

the time while energy dissipation was reduced, the datgs . Radio Energy Dissipation M odel

transmission of node was also enhanced. The effective

selection of cluster head can balance the energyata transmission model can calculate the energy
dissipation of each node so that WSNs can reacldissipation in node transmission and packet reception.
optimized energy efficiencyl[]. In [11], PSO algorithm  Figure 1 is the representation of data transmission model.
was proposed to be applied in selecting optimal node asuppose the transmitting node is to trandriits of data
cluster head, the protocol proposed by the author camacket, during the transmission process, signal strength
make nearest distance between the cluster head within thgill be amplified through amplifier, meanwhile,
cluster and the cluster member, and the energy dissipatiogepending on the distance, the signal strength will also be
of the entire network was thus optimized. However, thedifferent.

parameter selection of PSO algorithm will affect the

selection of cluster head. The difference between our

proposed algorithm and that of] is that the parameter e Eld CUEy ]
selection of PSO algorithm is the optimal value calculated =——— ' 1 " J LiR el “"“ -
using Taguchi algorithm. Since Taguchi algorithm is ; ><b ey xbxd" L b

capable of using smaller number of experiments to find
optimal parameter value, in literaturd?, the author
used Taguchi algorithm to find optimal cost function for
economic dispatch issue. In this paper, the errors o
original algorithm, generating in the method of
calculating the most extreme point position in impulse
function directly, are put forward and given the in-depth
analysis. And the improvements are proposed
accordingly, that is to combine with the method of surface
fitting to calculate a local extreme point position bx Egec+1 x gesx d?, d < dg
(sub-pixel shift value). It reduced the error of original Erx (b,d) = {b x Egec+1 % &vp x d4, d > do (1)
algorithm to register the image with non-integer pixels
shift and improved the estimated accuracy of rotation andvhereb represents bits number to be transmitted in the
scaling parameters. The result of experiment proved outransmitting nodeEqe: represents the energy dissipation
assumption. of each bit,ers andeyp represents the amplifier model at
This paper, based on LEACH architecture, associatedhe transmitting endd represents the distance between
PSO algorithm and Taguchi algorithm to select thethe transmitting node and the receiving nodeneans the
optimal cluster head so as to reduce the energy dissipatiofadio wave attenuation exponent, in free space mauel,
and to extend the lifetime of WSNs. Here we haveis 2, and in multi-path attenuation modedy is 4,
proposed PSO-LEACH architecture with Taguchi dy =+/&rs/émp is the threshold value.
algorithm, the above-average energy of each node within  In radio wave, transmitting node will need energy to
the cluster and the most neighboring node number wasransmit data, and the energy is equal to the energy
used as our cost function to find out the largest costdissipated in transmitting electron and the energy needed
function of node to be used as cluster head. Meanwhileby the power amplifier. And the receiving end only
the optimal cluster number was used to decide the neededissipates the energy needed for receiving elect&n [
cluster number so as to achieve the objective of theEgx is the energy needed to be dissipated in the receiving
enhancement of WSNs energy efficiency. Since thenode, andErx is calculated as follow:
parameter selection of PSO algorithm has very large
influence on the system performance, hence, in order to Erx (b) = b x Egec (2)
achieve the reduction of the energy dissipation in the node
and to increase the utilization lifetime of WSNs, this
paper also proposed the use of Taguchi algorithm to findB, L EACH Architecture
out the optimal parameter value of PSO algorithm.
The rest architecture of this paper is as in the LEACH architecture is the construction method that can be
followings, section 2 is detailed introduction of our divided into two phases. The first phase is the setup phase,

Figure 1: Radio energy dissipation model.

Erx is the energy dissipation when the transmitting
node needs to transmib bits of data, andErx is
calculated as follow:
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and in the beginning, fixed cluster number is divided in theC. LEACH Optimal Cluster Number
entire WSN. The average expected value of cluster head

number is defined as in the following: Ideal cluster mathematical model supposes the distance
between cluster head and cluster head is the expected
average distance, and the distance between cluster
K member and cluster head, that is, the distance between
E[CH] = 21 pi(t) x 1=k (3) cluster head and cluster head is the same, and the distance
= between each node is also the same. The mathematical

) induction of optimal cluster number had been proposed
whereE[CH] is the average expected value of the numbery,, r5;

of cluster headK is the total deployed number of nodes in In the sensing range d¥l x M,K nodes are evenly

a WSN, pi(t) it that the node will use certain probability - jep|oyed. In a WSN witlk clusters, on the average, each

function to decide whether it is to become a cluster head, |ster will haveK / k nodes. and there will be one node

is the numbelr ‘?f each nodeis the cluster quantity. as cluster head, anti,gs is the distance between cluster
After deciding the cluster number of the WSN, the head and base statioky is the optimal cluster number

next thing is to calculate the probability for each node towhich can be represented as:

become the cluster head, which is to ensure that the same

node will not act continuously as cluster head, VK [&s M (5)
meanwhile, the probability for the node that does not act V21V &vp dips

as cluster head to become cluster head will then be
increased, The probability to be elected as cluster head is

3 PSO with Taguchi for Cluster Heads

K C(t)=1 Election
R(t) = { Ko< (r modg)” (4) _ o :
0, Ci(t)=0 A. Particle Swarm Optimization Algorithm

wherer is the current round, and each node will act oncePSO algorithm was proposed by Dr. Kennedy and Dr.
as cluster head for an average perio&kdfk round.Gi(t)=  Eberhart in 1995, through the observation of the group
1 means that the node does not act as cluster head beforeabit of the flight of bird's food-finding and fishs
Ci(t)= 0 means that it has acted as cluster head, after afwimming in the water, PSO algorithn13,16] that is

nodes have acted as cluster head, it will be reset the statg@irrently under wide discussion was then developed.
into 1, that is, all nodes a@(t)= 1. In the search spa ce, each particle has two features of

When cluster head is decided, the next thing is tovelocity and locationN means that there aié particles
’ in the sensing field,n is the particle number,

repare the size of each cluster. Each cluster head will us& 4 .
gnep media access control (MAC) layer protocol: n= 1, 2’.' ‘ "N’ dim means that each particle has
non-persistent carrier-sense multiple access (CSMA)) [ dimensiondim=1,2,...,D. Vaaim(t + 1) means at + 1
will send out one advertisement (ADV) to all the nodes. time, th_e speed of part.|cha|n dimdimension, which is as
Each node will, depending on the ADV message strengthShown in the following:
received, decide which cluster it belongs to. In order to
e?zurte noI cotllisiﬁn odccqlrls dl:ring thtg trar:jsmission plr?clesvn’dim(t +1) = @ X Vngim(t) + 1 x rand(t) x (Ppeg —
of data, cluster head will set up a time division multiple _ ) ) v
access (TDMA) schedule to the member of the clugter, Xndim(t)) + C2- rand(t) - (gpest — Xn,dim(t)) (6)
TDMA [14] to divide the transmission time using time whererand(t) is random number between 0 andd.is
slot so as to avoid the occurrence of collision during thethe internal weighting, a smalletw value means the
transmission. In the time not belonging to its own time search directing towards the current field, a lar@emalue
slot, node can be converted into sleep mode so as to saveeans the search directing towards new field, c; is
the energy dissipation, the next is the stable-state phase. learning constant, which is in charge of the forwarding

The second phase is the steady-state phase, the datglocity of that particle. Appropriate adjustmentaf, ¢,
sensed by nodes within the cluster does not need to be® values can create a balance effect between exploit and
transmitted to base station directly, instead, it is€XPlore. Py is the appearing best location of the
transmitted to the cluster head first. Cluster head will thenMovement of each particle until nowges means the
make cluster operation on the collected data and the dat@PP€aring best location of the movement of all particles
collected by itself, next, it will be transmitted to the base Until NOW. Xndim(t +1) means at time oft +1, the
station. Therefore, LEACH architecture, within each location ofn particle atdim dimension, which is as shown
cluster, will have significant decrease in the total in the following:
frequency of data transmitted to base station, and the
energy dissipation will be greatly decreased too. Xn.dim(t +1) = Xn dim(t) + Vi dim(t + 1) (7
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B. Cost Function Table 1: Orthogonal arralys (3%)
Test Number | ¢; C w B Cost
1 1 1 1 1 J
In this paper, all the particles of PSO algorithm follow cost g i g g g 32
function to judge the location of the current node, and the A 5 1 > 3 33
defined cost function is as in the following: 4
5 2 2 3 1 Js
6 2 3 1 2 J6
7 3 1 3 2 Jy
Cost=Bxfi+(1-B)xf (8) 8 3 2 1 3 Js
9 3 3 2 1 Jo
— 1) 1) 1) 1)
where 8 is constant, & 8 < 1. f; is the ratio between gﬁgggiﬂons Si Sé % SE‘
neighboring node number and average node number, — %) % % %
which is as in the following: Contributions| 57 | 5,7 | s, 4
of level 2
Contributions S§3) Sg” S§3> 43>
of level 3

K
f1 = Nei(i)/ <,leei (i)/K) )
= Table 2: Total contribution cost function for each level of
each factor.
whereNei (i) is the neighboring node quantity of node

i=12,...,K. fp is the ratio between node energy and
mean node energy, which is as in the following.

level | c; C2 w B
\ factor
levell1 | SV =g [sV=g3 |[sV=3|s'=a
+do+J3 | +a+J7 | +I6+Jg | +I5+Jg
‘ level2 | §9=3,(S? =03 [s7=% |57 =0,
— E(i i +J5+Js | +I5+Jg | +d4+J9 | +I6+J7

f, = E(0)/ <21E <I>/K> (10) bk tktd | etk | ikt
= levell |87 =3[ =-%[s7=-%[57=-%
+Js+Jg | +I6+Jo | +I5+JF7 | +I4+Js

whereE (i) is the residual energy by nodeAccording to
the description of cost function, we know that the value  |n this paper, Taguchi algorithm is adopted to adjust
of f; and f,, cost function is the larger the better, and the pSO  algorithm parameter and the weighting cost
optimized cluster head location has the features of abovefunction. Our selected factors aceg, c,, w and 3, each
average energy and the most neighboring nodes. In PS@ctor has three levels. The appropriately selected
algorithm, appropriate adjustment of the valuecefcz,  orthogonal array is.e (3*), which is as in table 1Lg (3*)
w and B will affect the search result, hence, in the next means that there are 9 sets of experiments and 4 factors,
section, we are going to use Taguchi algorithm to adjusleach factor has three levels, whelgis cost function
these four factors. representation as calculated byjth experiment,
i=12,...,9. Sﬂ is the total contribution cost functioh,
is the factor numbeth=1,2,...,H. q is level number,

q=12,...,Q.
) . The calculation of total contribution cost function is
C. Taguchi algorithm the sum of cost function value corresponding to the same

level test. After the completion of nine experiments, we

have calculated the total contribution cost function of

level 1, level 2 and level 3 of the third factos, which is
Taguchi algorithm design of experiment is a way that canrespectivelyS}, S§ and S§, where total contribution cost
quickly optimize different factors to acquire the most function%1 is the sum ofl;, Js andJg, which is as shown
perfect result 12,17]. Typical orthogonal array is named in table 2. We then correspond three total contribution
by Lt (QH), whereT is the total number of experiments. cost functions to three levels of each factor, then each
Q is the number of level of each factdt. is the number  factor is selected with level value that owns maximal total
of factor. LetterL is the original name of orthogonal contribution cost function level value, and such level
array: Latin square. value is then the optimal value of each factor.
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D. PSO-LEACH Architecture with Taguchi Table 3: Parameters for Taguchi Algorithm.
Algorithm factor/ level | level 1 | level 2 | level 3
C1 0.5 1 15

The method proposed in this paper which exploited PSO C2 0.5 1 15
algorithm and Taguchi algorithm to find optimal node as w 0.8 1 1.2
cluster head according to the cost function of each B 0.01 0.35 0.5
particle. The architecture of our proposed is entirely
based on LEACH architecture.

For our proposed algorithm, in the beginning of each
round, it is first the confirmation of the formation of the
cluster in the setup phase, the next is the steady-state
phase. In the beginning of each setup phase, all the nodes
will send the current energy state and location
information to base station, base station will, based on
these information, calculate the ratios of the energies of p—
all the nodes to the average node energy so as to ensui Initialize velocity and
that the elected cluster head has sufficient energy. In this position of each particle

v
Select the appropriate orthogonal array
v

Set each factor and level ‘

round, the ones with higher energy ratios are all qualified
candidate cluster head, next, base station will use Taguct
algorithm to find out the most appropriate parameters of ‘
PSO algorithm, in the same time, base station will then

7

follow Eq (5) to calculate the optimal cluster numligg I;e:;‘iic‘izsvn 1;1

of the WSN, then PSO algorithm will selek$p: nodes Test, T-1

with maximal cost function as cluster heads. Optimization. -0
Figure 2 shows the flow chart of PSO-LEACH Calculate the cost of cach particle

architecture with Taguchi algorithm in the cluster setup e e oo sl oo

phase. wher@& is number of experimentkjs the iterative 7

Setn=1
Increment I

number of PSO algorithn® is whether this parameter is
optimal value or not, if yes, itis 1, if no, itis 0.

Update particle velocity and position
3

f

Evaluate the fitness of each particle

Update pbest
v

4 Simulation Results

v
‘ If particle cost > pbest ‘

If pbest > gbest
Update gbest

In this paper, we have compared survival node numbe
and node energy dissipation of LEACH architecture,
PSO-LEACH  architecture and our proposed
PSO-LEACH architecture with Taguchi algorithm, where
PSO-LEACH architecture is, under LEACH architecture,

to use fixed parameter of PSO algorithm to find out ye W

C|USter head, and the parameter Values ANre- 10, Setting PSO parameter Based ‘ Calculate the best cluster of number
ct=C =1, w=1andB =0.5. In the entire simulation, | onthe best contribution of cost ’

we have all implemented 1000 rounds to get the average function Output result

calculated results.
DONE

Our simulation environment size is, in sensing field of
100M x 100M, to deploy randomly 100 wireless sensor
node, the energy of each node is usuall®30, and the
size of the cluster is calculated based on the optimal ) )
cluster number. The location of base statior{56,175).  Figure 2: Flowchart of PSO-LEACH architecture with
The simulation result will continue until all the nodes Taguchi Algorithm
within the network have consumed all the energies. From
the simulation charts of figure 3 and figure 4, each factor In figure 3, we have compared the number of alive
of the four factors of PSO-LEACH architecture with nodes in each round of three network architectures of
Taguchi algorithm has three levels, which as shown inLEACH architecture, PSO-LEACH architecture and
table 3. PSO-LEACH architecture with Taguchi algorithm.
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Table 4: Parameters for Taguchi Algorithm

100

T D\ [7LEACH factor/ level | level 1 | level 2 | level 3
K -==-PSO-LEACH
sl " | —PSO-LEACH with Taguchi C1 0.5 1 15

g e 05 T 15
3 | © 0.8 T 12
_ 5 0.1 0.15 | 0.2
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g 10—
- e LEACH
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Figure 3: Comparison of network lifetime. wl

Number of alive sensors
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= O0 1(50 2(50 3(50 460 506 660 7(|)0 800
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& 151 B
T . - - .
3 Figure 5: Comparison of network lifetime.
2 oL il
- 10
©
25
sk ] s LEACH
-==+PSO-LEACH
20l —— PSO-LEACH with Taguchi
% 100 200 300 700 ETOT 00 800 =
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5 15f B
Figure 4: Comparison of total residual energy. 3
2 oL il
PSO-LEACH architecture with Taguchi algorithm h 3
on the average, the first death node on round 387, LE/ sl i
architecture has on the average the first death nod
round 249, PSO-LEACH architecture has on the aver: ol Ao o N
the first death node on round 324, PSO-LEA( Rounds

architecture with Taguchi algorithm has longer lifetime of
the entire network by about 55% as compared to that ofrigure 6: Comparison of total residual energy.
LEACH architecture, has longer lifetime of the entire
network by about 19% as compared to that of Infigure 5, we have compared the alive node number
PSO-LEACH architecture, hence, it can be seen that oum each round of three network architectures. In figure 5,
proposed PSO-LEACH architecture with Taguchi PSO-LEACH architecture with Taguchi algorithm has on
algorithm has the longest node survival time, the average the first death node of round 441,
From figure 4, we have also provided the total residualPSO-LEACH architecture with Taguchi algorithm has
energy of the system to assess the lifetime of the entirdonger life cycle of the entire network by about 77% as
network. From figure 4, it can be seen that PSO-LEACHcompared to that of LEACH architecture, has longer life
architecture with Taguchi algorithm and PSO-LEACH cycle of the entire network by about 36% as compared to
architecture has the same node total residual energy. Buhat of PSO-LEACH architecture, hence, it is clear that
from figure 3 and figure 4, it can be seen that the lifetimethe parameter selection of PSO algorithm will affect the
of the entire network of PSO-LEACH architecture with system performance.
Taguchi algorithm is superior to that of PSO-LEACH In addition, from the node total residual energy of
architecture, hence, it can be proved that PSO-LEACHfigure 6, it can be seen that PSO-LEACH architecture
architecture with Taguchi algorithm can balance thewith Taguchi algorithm and PSO-LEACH architecture
energy dissipation of the node, and the lifetime of thehas the same node total residual energy. But from Figs. 5
entire WSN can then be extended. and 6, it can be seen that the lifetime of the entire network
In the simulation charts of figure 5 and 6, each factorof PSO-LEACH architecture with Taguchi algorithm is
of four factors of PSO-LEACH architecture with Taguchi superior to that of PSO-LEACH architecture, hence, it
algorithm has three levels, which are shown in table 4. can be proved that PSO-LEACH architecture with
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Taguchi algorithm can balance the energy dissipation 0f10] E. Yang, A.T. Erdogan, T. Arslan, N. Barton, Proceeding

the node, and the lifetime of the entire WSN can then be

extended.

5 Conclusions

ECSIS Symposium on Bio-inspired, Learning, and Intelligen
Systems for Security 76-82 (2007).
[11] N.M.A. Latiff, C.C. Tsimenidis, B.S. Sharif, Proceads of
the 18th Annual IEEE International Symposium on Personal,
Indoor and Mobile Radio Communications 1-5 (2007).
[12] D. Liu, Y. Cai, IEEE Transactions on Power Systefis
2006-2014 (2005).

Through the acquisition of the energy dissipation balancqls] P. Bonnet J. Gehrke. P. Seshadri IEEE Personal

of all the nodes, the life cycle of a WSN can be extended.

Communicationg, 10-15 (2000).

Under LEACH architecture, we have proposed a Nnew[14] L.p. Clare, G.J. Pottie, J.G. Agre, Proceedings of SEHE

algorithm in association with PSO algorithm and Taguchi
algorithm to select the optimal cluster head from LEACH
architecture, in this paper, we have considered to use thgis] J.

International Society for Optical Engineerigl3, 229-237
(1999).

Kennedy, R.C. Eberhart, Proceedings of IEEE

ratio of the node energy to average node energy and the International Conference on Neural Networks 1942-

ratio of the neighboring node number of this node to the

1948 (1995).

average neighboring node number of all the nodes as co$t6] T. Wimalajeewa, S.K. Jayaweera, IEEE Transactions on

function, and Taguchi algorithm is used to adjust the

Wireless Communicationg 3608-3618 (2008).

parameters of PSO algorithm. From the simulation[17]Y.T.Liang,Y.C. Chiou, Advanced Science Letté;2059-
results, it can be seen that PSO-LEACH architecture with 2065 (2011).

Taguchi algorithm with the use of Taguchi algorithm to
adjust PSO algorithm will have not only longer lifetime

as compared to that of PSO-LEACH architecture but also
fewer energy dissipation in the node. Therefore, it is clear
that the use of Taguchi algorithm to adjust PSO algorithm

parameter can enhance the energy efficiency of WSNs.

Acknowledgements

This work is supported in part by the National Science

Council (NSC) of Republic of China under grant NSC
100-2221-E-025-008 and 103-2221-E-025-010.

References

[1] I.LF. Akyildiz, I.H. Kasimoglu, Ad Hoc Network2, 351-367
(2004).

[2] C.S. Ok, S. Lee, P. Mitra, S. Kumara, Computer & Industria
Engineerings7, 125-3014 (2009).

[3]S. Lindsey, C. Raghavendra, K.M. Sivalingam, IEEE
Transactions on Parallel and Distributed Syst&8n924-935
(2002).

[4] S.D. Muruganathan, D.C.F. Ma, R.l. Bhasin, A.O. Fapajuw
IEEE Communications Magazi3, 8-13 (2005).

Young-Long Chen
(SM’03-M’05) received
the B.S. degree in automatic
control engineering from
Feng Chia University,
Tai-Chung,  Taiwan, in
1988, the M.S. degree
in  engineering  science
from National Cheng Kung
University, Tainan, Taiwan, in
1995 and the Ph.D. degree in electrical engineering from
National Chung Cheng University, Chia-Yi, Taiwan, in
2007. From 1995 to 1999, he worked for Formosa
Petrochemical Corporation as a Design Engineer. From
1999 to 2007, he was a Lecturer with the Department of
Electrical Engineering, Chienkuo Technology University,
Taiwan. From 2007 to 2009, he was an Associate
Professor with the Department of Electrical Engineering,
Chienkuo Technology University, Taiwan. Since 2009, he
has been with the Department of Computer Science and
Information Engineering, National Taichung University
of Science and Technology, Taiwan, where he is currently
a Professor. His research interests include wireless
communications, wireless sensor networks, digital signal

[5] W.B. Heinzelman, A.P. Chandrakasan, H. Balakrishnan, processing, information security, fuzzy neural networks

IEEE Transactions on Wireless Communicatidn§$60-670
(2002).

[6] E. Fasolo, M. Rossi, J. Widmer, M. Zorzi, IEEE Wireless
Communicationd4, 70-87 (2007).

[7]N.A. Pantazis, D.D. Vergados,
Surveys & Tutorial®, 86-107 (2007)..

[B] W.Y. Zhang, Z.Z. Liang, Z.G. Hou, M. Tan, Proceedings of

IEEE International Conference on Networking, Sensing and

Control (ICNSC), 20-25 (2007).
[9] J. Tillett, R. Rao, F. Sahin, Proceedings of IEEE Int¢iorzal

IEEE Communications

and embedded systems.

Conference on Personal Wireless Communications 201-205

(2002).

(@© 2015 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

2022 =¥ NSP M Y. L. Chen, W. R. Chen: Particle Swarm Optimization with Telgifor Cluster...

Wan-Ren Chen received
the B.S. degree in department
of computer science
and information engineering
from National Taichung

A Institute  of  Technology,
W Tai-Chung, Taiwan, in 2010,
LV‘ he is currently an Student

in department of computer
science and information
engineering from National Taichung University of
Science and Technology, Tai-Chung, Taiwan. His
research interests include wireless sensor networks, and
embedded systems.

(@© 2015 NSP
Natural Sciences Publishing Cor.



	Introduction
	System Model
	PSO with Taguchi for Cluster Heads Election
	Simulation Results
	Conclusions

