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Abstract: In the paper, a mathematical proof is given for a different mean of Chan and Vese model. Based on the proof, an image
segmentation method called Automatic Threshold Level Set Without Edge was developed for the extraction of tissues in brain MR
images. Thresholds are defined to find the boundary of tissuesin the brain and they can be automatically obtained by Fuzzy CMean
algorithm. A similarity index (SI) is used for quantitativeevaluation of the segmentation results. By testing MRI brain slice images and
comparing to the ground truth of tissue segmentation, the mean and the variance of SI are 0.90311 and 0.042049. The experimental
results demonstrate our method can automatically and accurately segment the regions of tissues in brain.
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1 Introduction

Magnetic resonance Imaging (MRI) is useful medical
diagnostic tool for disease treatment or surgical planning.
Segmentation of magnetic resonance images is widely
applied in brain tissue classification for functional
researches, radiological evaluation and 3D visualizations.
Brain image segmentations classify the voxels into three
different tissue types: grey matter (GM), white matter
(WM), and cerebrospinal fluid (CSF). Three categories of
segmentation methods [1] are edge based, region based
and pixel based methods. Edge based methods use the
gradient information of the intensity of images. Region
based methods use intensity information in regions. Pixel
based method such as the neural network classifiers used
intensity as the features for classification [2,3,4,5]. The
k-nearest neighbour classifier [6] and standard fuzzy
c-means algorithm [7,8] are also pixel based methods.
Besides active contour model [9] is edge-based method to
extract the regions of interest (ROI) from primitive image
by the contours of the ROI pixels. Geometric Active
Contour model known as level set method [10,11] has
recently been applied on the application of segmentation
[12]. Level set methods are segmentation techniques to

find the object contours with the advantage for
automatically splitting or merging the contours [13]. The
boundaries of objects are contours of level set function
with zero level and the solution can be obtained by either
solving a partial differential equation or optimizing an
objective functional. A region based image segmentation
model [14] with a piecewise smooth function fitted to the
image data and the discontinuities happening only on the
boundaries between different tissue types is proposed to
find the object boundaries. Threshold Level Set Method
[15,16] is a region based level set model by threshold
selection as the boundaries of intensity intervals to
separate the image regions. Our previous work [17] used
Otsu [18] algorithm to automatically obtain two
thresholds of speed functions for the Threshold Level Set.
However, Threshold Level Set with Otsu algorithm
finding crisp thresholds, the method is not available for
the fuzziness of boundary. To improve the Threshold
Level Set Method, a new segmentation method based on
the new mean of Chan and Vese model [19] and Fuzzy
C-Means algorithm is proposed. The proposed method is
called Automatic Threshold Level Set Without Edge
(ATLSWE) Model. By using similarity index and
comparing to the ground truth of image segmentations,
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the segmentation results of the brain tissues by proposed
method are accurate enough. We hope the other
researchers use their programs and parameters to compare
their results with the ground truth segmentations and our
results.

2 Image Segmentation of Brain Tissues

Accuracy evaluation is the most important issue for any
new segmentation method. It is very popular for
researchers to evaluate their developed method by
comparing with other methods. They use their own image
sources segmented by their method to compare with the
other methods to evaluate the accuracy of their proposed
segmentation method. However, they implement the
programs for the other methods and select parameters by
themselves. It is not fair if they do not succeed the best
segmentations when they implemented other methods
with no optimal parameters. The comparisons and
evaluations are unfair under these situations. It is
necessary to find a common accuracy evaluation method
that is fair for any new developed algorithm. Since the
mrGray software package and the open source code is
distributed on the Internet [20,21] and it provides brain
MRI images and the results of WM segmentation. Using
these segmentation results as a common ground truth is
reasonable for evaluating any segmentation method for
brain WM in the MRI images. MrGray software package
has a T1-weighted volumetric MR image data set with
DICOM format. The data set has 134 slices of MR brain
images with the resolution size 204×120 pixels and the

Fig. 1: Flow chart image segmentation of the tissues in brain.

gray level ranging from 0 to 255. The resolution of the
data set is fine enough to resolve the complex structure of
the cortex and to provide adequate contrast between GM,
WM, and CSF. The segmentation results of the WM are
also provided in mrGray software package which are used
as ground truth to be compared with the segmentation
results by the ATLSWE model. The image pre-processing
of segmentation by the ATLSWE model is to strip the
skull region by using the mathematical morphology
operators [22]. The selection of threshold parameters
must be performed for segmentation of the WM and GM
tissues in a brain and the flowchart is shown in figure
(fig1). Because the ATLSWE model has different
meaning from the methodology of Chan and Vese model
[19], the Chan and Vese model is described in the next
section to compare with the ATLSWE model.

3 Chan and Vese Model

Chan and Vese model is an active contour model for
segmentation of objects without explicit edges in images.
The red active contourΓ evolves to separate an image
into two regions as shown in figure (2a). One region is
inside Γ and the other region is outsideΓ . The curve
ΓOPT is located at the boundary between objects and
background and finally the red active contour meets the
curveΓOPT as shown in figure (2b).

(a)

(b)

Fig. 2: (a) Initial active contourΓ and (b) boundaryΓOPT of the
object.

The optimal location of active contourΓ is
minimization of energy that is defined by the sum of the
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intensity variance of inner and outer regions. The active
contourΓ separates an image into two regions and its best
location is at force equilibrium state in an image force
filed.

Intensityµ0 of an image is a function jointed by two
intensity functionsui

0 and uo
0 that are inside and outside

regions of the contourΓ . FunctionalE(
−→
C ) is defined by

equation (1).

E(
−→
C ) =

∫

inside(Γ )
(u0− c1)

2

+

∫

outside(Γ )
(u0− c2)

2+ µ |Γ | ,
(1)

wherec1 and c2 are the averages ofui
0 and uo

0, µ is a
positive parameter and|Γ | is the length of the evolving
curves. The active contourΓ captures the boundaries of
objectsΓOPT when the functionalE(Γ ) is minimized.

The evolution curves can be represented by the
zero-level lines of a surface functionφ in R3 and the
approach

−→
C = {(x,y)|φ(x,y) = 0} is called level set

formulation. Chan and Vese substitute the level set
functionφ into the functionalE(

−→
C ).

E(c1,c2,φ) = E1(c1,c2,φ)+E2(c1,c2,φ)+ µ l(φ)

=

∫

Ω
(u0− c1)

2H(φ)dxdy

+

∫

Ω
(u0− c2)

2 (1−H(φ))dxdy

+µ
∫

Ω
|∇H(φ)|dxdy,

(2)

whereΩ is the total region in the image,φ is a level set
function andH is a Heaviside function andc1 andc2 are
average values of intensityu0 inside and outside regions of
Γ . By variation calculus, Chan and Vese model uses the
following conditions

∂E1

∂c1
=

∂E2

∂c2
= 0

to obtain the Euler-Lagrange equation (3.a) and the
evolution equation (3.b) ,

δε(φ)
(

µ
∇φ
|∇φ |

− (u0− c1)
2+(u0− c2)

2
)

= 0, (3.a)

∂φ
∂ t

= δε(φ)
(

µ
∇φ
|∇φ |

− (u0− c1)
2+(u0− c2)

2
)

, (3.b)

whereµ is a parameter andδε = H ′
ε is a delta function of

the derivative of an approximate Heaviside functionHε .
The symbolsc1 andc1 can be formulated as following:

c1 =

∫

Ω
u0H(φ)dxdy

∫

Ω
H(φ)dxdy

, c2 =

∫

Ω
u0(1−H(φ))dxdy

∫

Ω
(1−H(φ))dxdy

. (4)

Figure (3a) is a synthetic image to show the drawbacks of
the Chan-Vese model. The synthetic image has multiple
regions with different grey level and our desired ROI (blue
area) as is shown in figure (3b). The region inside the red
curve in figure (3c) is the segmentation result and it does
not match our desired blue area.

(a) (b)

(c)

Fig. 3: (a) The synthetic image (b) ROI (blue) and (c)
segmentation result (inside red curve).

The location of the red active contour is decided byc1 and
c2 and they are automatically computed by the equation
(4). The results ofc1 andc2 are not satisfied to locate the
red active contour to the desire position around the blue
area. The parametersc1 andc2 should be adjusted to locate
the active contour at the desired position.

4 Mathematical Proof and Parameters of
ATLSWE Model

Mathematical Proof of ATLSWE Model is given to show
the difference between the ATLSWE Model and
Chan-Vese model.

4.1 Proof of The ATLSWE Model

These two models have the same Euler-Lagrange
equation (3), but their conditions and derivation process
of the equations are different. The mathematical proof of
the ATLSWE model can show thatc1 and c2 are
parameters to be selected for achieving the segmentation
results.
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The Euler-Lagrange equation of the ATLSWE model
can be derived by calculus of variations and the functional
E(c1,c2,φ) in the equation (2). Consider a function
φ = φ∗ + tψ and it equals toφ∗ plus a variationtψ . The
function ψ is an arbitrary function with a boundary
condition ψ |∂Ω = 0 and the functionφ∗ is a function
when the independent variablet is zero. The necessary
condition δE|φ=φ∗ = 0 is used to find the functionφ∗.
The necessary conditionδE|φ=φ∗ = 0 is equivalent to the
following condition that functionalE is differentiated
with respect to independent variablet.

dE
dt

∣

∣

∣

∣

t=0
= 0. (5)

In equation (2), E1 , E2 and l(φ) are summarised as
follows.

E1(c1,c2,φ) =
∫

Ω
(u0− c1)

2H(φ)dxdy, (6.a)

E2(c1,c2,φ) =
∫

Ω
(u0− c2)

2 (1−H(φ))dxdy. (6.b)

l(φ) =
∫

Ω
|∇H(φ)|dxdy

=
∫

Ω
δε |∇φ |dxdy.

(7)

The left side of equation (5) can be formulated as
follow.

dE
dt

∣

∣

∣

∣

t=0
=

dE1

dt
+

dE2

dt
+ µ

dl(φ∗)

dt
. (8)

The first and second terms in the equation (8) can be
derived to obtain the equations (9.a) and (9.b).

dE1

dt

∣

∣

∣

∣

t=0
=

∂E1

∂c1

∂c1

∂φ
∂φ
∂ t

+
∂E1

∂φ
∂φ
∂ t

, (9.a)

dE2

dt

∣

∣

∣

∣

t=0
=

∂E2

∂c2

∂c2

∂φ
∂φ
∂ t

+
∂E2

∂φ
∂φ
∂ t

. (9.b)

Substituting equation (7) into the third term in equation
(8), the equation (10) is obtained.

µ
dl(φ∗)

dt
=−

∫∫

Ω
µδE(φ∗)∇ ·

∇φ
|∇φ |

ψdxdy. (10)

The conditions of the ATLSWE Model are

∂c1

∂φ
= 0 and

∂c2

∂φ
= 0, (11)

and they are different from the condition of the Chan and
Vese model.

∂E1

∂c1
= 0 and

∂E2

∂c2
= 0.

Substitute conditions in equation (11) into equations (9.b)
and (9.b), the following equations are obtained by using
equations (6.a) and (6.b).

dE1

dt

∣

∣

∣

∣

t=0
=

∂E1

∂φ
∂φ
∂ t

=

∫

Ω
(u0− c1)

2δ (φ∗)ψdxdy,

(12.a)

dE2

dt

∣

∣

∣

∣

t=0
=

∂E2

∂φ
∂φ
∂ t

=

∫

Ω
(u0− c2)

2δ (φ∗)ψdxdy.

(12.b)

Substituting equations (10), (12.a) and (12.b) into equation
(5), the equation (12) is obtained.

∫∫

Ω
δε(φ∗) [Φ +U ]ψdxdy = 0, (13)

whereΦ =−µ∇ ·
∇φ∗

|∇φ∗|
andU = (u0− c1)

2− (u0− c2)
2.

Because the functionψ is an arbitrary function, the part
embraced by parentheses should be equal to zero.

δε(φ∗)

[

−µ∇ ·
∇φ∗

|∇φ∗|
+(u0− c1)

2− (u0− c2)
2
]

= 0,

(14.a)

The evolution equation of level set function is as follow.

∂φ
∂ t

= δε (φ∗)

[

µ∇ ·
∇φ∗

|∇φ∗|
− (u0− c1)

2+(u0− c2)
2
]

.

(14.b)

The equation (14.a) is the same as the equation (3.a) but
they do not satisfy the same condition. According to the
conditions in equation (11), the parametersc1 andc2 are
constants. The same functional with different conditions
obtain the same Euler-Lagrange equation.

4.2 Parameters of The ATLSWE Model

Parameters of the ATLSWE are defined in this section.
Ignoring the curvature effect and substitutingµ = 0 into
equation (14.b), equation (15) is obtained as follow.

∂φ
∂ t

= δε (φ)
(

−(u0− c1)
2+(u0− c2)

2) . (15)

The equation (15) is changed to equation (16).

∂φ
∂ t

=−2δε(φ)
(

(c2− c1)

[

u0−
c1+ c2

2

])

. (16)

In the equation (16), the constant values ofc1 and c2
decide the location of the active contourΓ . Since the
value of

c1+ c2

2
can also decide the location of the active

contourΓ , we choosec0 =
c1+ c2

2
as a parameter. An

image segmentation example is to show different
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segmentation capability of Chan-Vese model and the
ATLSWE model. Figure (fig4a) is a synthetic image has
sixteen squares with increasing gray levels from left to
right and top to bottom. Segmentation result by
Chan-Vese model is shown in figure (fig4b). There is no
choice for ROI selection by Chan-Vese model. All sixteen
squares are enclosed by the blue lines. The ATLSWE
model can capture desired ROI as segmented areas when
the valuec0 of evolution equation (16) is 155. The value
c0 can be chosen to select the desired square areas. Only
six squares are enclosed by the blue lines are shown in
figure (fig4c).

(a)

(b)

(c)

Fig. 4: (a) Synthetic image (b) segmentation result by Chan-Vese
model, and (c) segmentation result by equation (16) with c0 =
155.

5 Results and Discussions

Segmentation by ATLSWE model for the WM, and GM
tissues needs parametersLT andUT that are boundaries of
the intervals of intensities of the ROI. Automatic selection
of lower and upper threshold parameters is important for
the accuracy and efficiency segmentation of brain image.

5.1 Synthetic Brain image Segmentation

GM tissue in a brain is a band region with both outer and
inner contours and it needs two level set functionφ1 andφ2
to find outer and inner contours. Substitutingφ = φ1 into

the equation (16) and replacing
c1+ c2

2
with a symbolc3,

equation (17.a) is obtained.

∂φ1

∂ t
=−2δε(φ1)((c2− c1)(u0− c3)) . (17.a)

Substitutingφ = φ2 into the equation (16) and replacing

c1, c2 and
c1+ c2

2
with symbolsc4, c5 and c6, equation

(17.b) is obtained.

∂φ2

∂ t
=−2δε(φ2)((c5− c4)(u0− c6)) . (17.b)

Figure (fig5a) is a synthetic brain image with gray region
as a desired ROI. The gray level of the gray region is in the
interval between Lower Thresholdc3 and Upper Threshold
c6.

Using φ = φ1 andc3, the active contour captures the
outer contour of ROI. Usingφ = φ2 and c6, the active
contour captures the inner contour of ROI. Figure (fig5b)
shows the ROI region between the red inner contour and
red outer contour.

5.2 Physical Brain image Segmentation

The popular image segmentation method such as Fuzzy
C-Means (FCM) algorithm [7,8] is not suitable for the
segmentation of brain MR image. Fuzzy C-Means (FCM)
algorithm is one kind of clustering method to solve
unsupervised learning problems. The FCM algorithm
used for image segmentation method is to group pixels in
an MRI image according to their gray level without
considering the location of pixels. That is why the
boundaries of the segmentation results are not continuous.
Figure (fig6a) is a brain MRI image. Figure (fig6b) and
(fig6c) are clustering results by FCM with group numbers
3 and 4. Figure (fig6d) and (fig6e) are enlarged pictures of
rectangle areas in figure (fig6b) and (fig6c). In figure
(fig6b), there are pixels with red, green and blue colours
to represent tissues of WM, CSF, GM and background. In
figure (fig6c), there are pixels with red, green, blue and
yellow colours.
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(a)

(b)

Fig. 5: Synthetic brain image with gray region as a desired ROI.

In this paper, the FCM algorithm is not used as a
segmentation method, but it is used to determine the
Upper Threshold (UT ) and Lower Threshold (LT ). To
locate smooth boundaries of WM and GM is the benefit
of the ATLSWE model using the parameter selection
algorithm by Fuzzy C-Means algorithm. In figure (fig6b),
there are three regions marked by three colours and their
intensity distributions of pixels are listed in Table (t1).
The interval of the intensity for green, blue and red
groups are(0,29), (29,83) and (83,138). In Table (t1)
the intervals of GM and WM are(b,B) and (r,R). The
intensity distributions of pixels in the four regions marked
by four colours as shown in figure (fig6c) are listed in
Table 2. In Table 2, the intervals of GM and WM are
(b,B) and(r,R). The yellow interval is(y,Y ) in Table2.

(a)

(b) (c)

(d) (e)

Fig. 6: Clustering results of brain image (a) by FCM with groups
(b) 3 and (c) 4 with (d) and (e) are enlarged pictures of rectangle
in (b) and (c).

As shown in table2, the intervals belong to WM, GM,
CSF and Background are changed comparing to the
intervals in table1. The intervals of the blue and red green
groups in table2 are smaller than in table1 because some
pixels in red and blue groups will be reassigned into the
yellow group in table2. We know the interval of GM is
(29,83) and the interval of WM is(83,138) in table1; on
other hand, the interval of GM is(24,63) and the interval
of WM is (94,138) in table2. It is reasonable to guess the
optimal lower limit of WM is between 63 and 94, but it
may not be 83 and can not be obtained by FCM. As the
reasons, FCM can not segment the MR brain image more
accurately.
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Fig. 7: Diagram of Gold standard, object and intersection parts.

(a)

(b)

Fig. 8: (a) The similarity indices curve and (b) histogram
obtained of the 40th to 99th MR image segmentations.

The selection of threshold parameters,UT andLT , for
WM, GM and CSF tissues is listed by steps as follows:

(1) Set c = 3, then obtain blue interval[b,B] and red
interval[r,R].

(2) Setc = 4, then obtain yellow interval[y,Y ].
(3) Select Lower ThresholdLT and Upper ThresholdUT

for WM and GM tissues.

(a) (b) (c)

Fig. 9: (a) The 60th slice MRI image (b) with the golden standard
and (c) segmented object by ATLSWE.

Table 1: Three groups are classified by FCM as shown in figure
??.

Tissues CSF & GM WM
Background

Colours Green Blue Red

Lower g = 0 b r
Threshold

Upper G = 29 B R
Threshold

Intervals (g,G) = (0,29) (29,83) (83,138)

Table 2: Four groups are classified by FCM as shown in figure
??.

Tissues CSF & GM GM/ WM
Background WM

Colours Green Blue Yellow Red

Lower g = 0 b = 24 y = 63 R = 94
Threshold

Upper G = 24 B = 63 Y = 94 R = 138
Threshold

Intervals (0,24) (24,63) (63,94) (94,138)

The selection ofUT and LT is necessary to investigate
Table 1 and 2. In Table 1, the intervals of
CSF&Background, GM and WM tissues are(g,G), (b,B)
and(r,R) the interval of is. The yellow interval is(y,Y ) in
table2.
• SelectionUT andLT for WM
Let UT = R andLT is selected by the following rule:

IF B > y THEN LT = (B+ y)/2 ELSELT = B

The rule can be transformed to a decision function byLT
in equation (18) whereH(x) is a Heaviside function or unit

c© 2015 NSP
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step function defined as follow:

H(x) =

{

1, x > 0,
0, x ≤ 0,

and

LT =

[

(B+ y)×H(B− y)+2B× [1−H(B− y)]
2

]

.

(18)
• SelectionUT andLT for GM
Let UT = B andLT is selected by the following rule:

IF b < G THEN LT = (G+ b)/2 ELSELT = G

The rule can be transformed to a decision functionLT in
equation (19) by Heaviside function .

LT =

{

2G×H(b−G)+ (b+G) [(1−H(b−G)]

2

}

.

(19)

(a) (b) (c)

Fig. 10: The 94th slice MRI image (b) with the golden standard
and segmented object and (c) segmented object by ATLSWE.

Accuracy Evaluation

The segmentation results of GM in the mrGray software
are used as the ground truth to be segmentation standard
for evaluating the accuracy of the segmentations of GM.
Similarity index (SI) [23] is defined for evaluating
accuracy of digital image[24,25] segmentation methods.
Since SI is a measure of the correctly classified tissue
area, then SI is defined as follow:

SI=
2× Inter

GS+Ob ject
, (20)

where GS denotes gold standard that is the ground truth
of the WM segmentation and Object is the segmented
result and Inter denotes the intersection of the ground
truth and Object. The diagram of Gold standard, object
and intersection parts is shown in figure (fig7).

The segmentation results of sixty images with slice
numbers between the 40th and 99th by ATLSWE model
are compared with the gold standard results to evaluate
accuracy. TheSI values defined in the equation (20) are
calculated and shown in figure (fig8a) with the maximum
0.95307 and minimum 0.8131. A histogram of SI is
shown in the figure (fig8b) with the mean value 0.90311
and the variance 0.042049. The parameter “N” in the
figure (fig8b) is the times of SI values appeared.

The 60th and the 94th slice MRI images are shown in
figure (fig9a) and (fig10a) and ground truth are in figure
(fig9b) and (fig10b). The value of the similarity index SI

(a)

(b) (c)

(d) (e)

Fig. 11: (a)Original image, the result segmented (b) by Chan-
Vese model and by ATLSWE Model with (c)LT = 83, UT =
140, (d)LT = 27,UT = 83 (e)LT = 0,UT = 27.
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of the segmentation results in figure (fig9c) and figure
(fig10c) are 0.9515 and 0.8252. The value 0.9515 is larger
than mean value of SI (0.90311). The value 0.8252 is
smaller than mean value of SI.

As shown in the center of figure (fig10b), the sup
colliculus does not appear in the golden standard, but it
appears in the segmented object as shown in the right of
figure (fig10c). Although the SI value of 94th image is
smaller than the mean value of SI, but the outer contours
of the white mater in figure (fig10b) and figure (fig10c)
are almost the same. For the purpose of three dimensional
surface reconstruction of WM, the segmentation result is
also very useful.

Figure (fig11a) is the original brain MR image and
figure (fig11b) is the segmented result of Chan-Vese
model but it does not meet our desired result. Figure
(fig11c), (fig11d) and (fig11e) show the WM, GM and
CSF segmented results by ATLSWE Model with
threshold parameters with (c)LT = 83, UT = 140, (d)
LT = 27,UT = 83 (e)LT = 0,UT = 27.

6 Conclusions and future work

This paper proposed an ATLSWE model for automatic
brain image segmentations. The segmented images of
GM and WM tissues obtained from 40th to 99th MR slice
of images in the mrGray software are used to test the
performance of the ATLSWE model. The similar index is
used for the accuracy evaluation of the image
segmentation results. The statistic accuracy of the
ATLSWE model by evaluation with the similar index has
mean 0.90311 and the variance 0.042049. The proposed
ATLSWE model can automatically and accurately
segment the tissues of the brain MRI images. The
ATLSWE model can be also used for PET or CT brain
image segmentations.
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