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Abstract: In this article we study the dichotomy of tiigeriodic systenX (t) = A(t)X(t) in terms of the boundedness of the solutions
of the following Cauchy problems

{ X(t) = A(t)X(t)+€HPb, t>0
X(0) =0,

and
{ X(t) = —X()AL) +eH (1 —P)b, t>0

whereA(t) is a square size matrix of ordan; u is any real numbeh is a non zero vector iE™ andP is an orthogonal projection.
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1. Introduction is less than one, i.e.

1
r(U(q,0)) :=sup{|A], A € 0(U(q,0))} = inf U(q,0)"]| " < 1.
The aim of this paper is to study the relationship between n=1
the dichotomy of the system(t) = A(t)x(t) and bound- P .
edness of the solutions of thieperiodic(q > 0) Cauchy \r/nvztﬁgglv that)(g,0) is dichotomic if for eacfu € R the
problems. For a well-posed non-autonomous Cauchy prob-

lem Pu(0) = [§U(6,9¢"ds and Y, (d) = [§U(q9¢¥ds
{ X(t) = A)x(t) + €1, t>0 (A(t), 14,1,0) are invertible and there exits a projecti®mwhich com-
x(0) =0, mutes withU (q,0), ®,(q) and ¥,(q) such that for each

real u € R and each vectan € C™, the solutions of the
whereA(t) anmx mmatrix, the solution leads to an evolu- Cauchy problemgA(t), 1, Pb,0) and(—A(t), 4, (I —P)b, 0)
tion family 7 = {U (t,s),t > s> 0}, i.e.U(t,s)U(s,r) = are bounded of® ;. We give an example that invertibility
U(t,r) andU(t,t) =1 for allt > s>r > 0. When the  of the matrices®,(q) and%,(q) is necessary condition
Cauchy problen{A(t), u,Pb,0) is g-periodic, i.e.A(t + and boundedness of the Cauchy problé/d), i1, Pb,0)
q) = A(t) for all t > 0, then the familyZ is g-periodic ~ and(—A(t), i, (I —P)b,0) is not sufficient for the dichotomy
aswell, i.,eU(t+q,s+qg)=U(t,s)forallt >s>0.1tis  ofU(q,0).
givenin [1] that the evolution familyZ is uniformly expo- In [1] and [3] stability of the mapU (g,0) have been
nentially stable if and only if the spectral radiusbfq, 0) studied in the discrete and continuous case respectively.
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These papers give a connection between stability of theSetU (t,s) := ®(t)®~1(s) for allt,sc R.
mapU (g,0) and boundedness of the solutions of Cauchy  For a given real numbeu and a given family(A(t))
problems. Results regarding the dichotomy of a matrix haveve consider the Cauchy Problem
been discussed ir?] and [6]. For connection between sta-
bility and periodic systems see the papdis[3], [5] and X(t) =AX({t)+€H, t>0 At 10
[7]. General theory of dichotomy of infinite dimensional X(0) =0, (A(t),1,1,0)
systems has given in the monogragh [

The paper is organized as follows: In section 2 we re-and the differential matrix system
call basic well known properties of the evolution family. In

section 3 we established the results regarding the connec- X(t) =At)X(t), teR. (A(t))
tion between dichotomy of the mé&jq,0) and bounded-
ness of solutions for some periodic Cauchy problems. Obviously, the solution ofA(t), u,1,0) is given by

t :
_ us,
2. Preliminary Results ‘Du(t)—/o U(t,s)e*ds.

Let X be a Banach space and lgt(X) be the space of all Now we define
bounded linear operators acting ¥nThe norm inX and . .
in #(X) is denoted by the same symHp]. V(ts):=U""(t;s) = ®(P (1), t,seR

A family 7z = {U(t,s) :t > s> 0} C .Z(X) is called , ) )
evolution family if the following properties are satisfied ~ then the family/” = {V(t,s),t,s R} is an evolution fam-
(HU(t,t)=1, forallt e R, ily if
(HU(t,s)U(sr)=U(t,r)forallt >s>r >0, . .
wherel denote the identity operator o#f (X). If the later PH)P (s) =P (s)P(t) forallt,se R. (1)
condition is satisfied for all, s, r € R, then we say that ) i
% is reversible evolution family oiX. In this casdJ(t,s) ~ Throughoutthe paper we assume that equatpis(satis-
is invertible for allt, s € R,. An evolution family% is ~ fied forallt,sc R.

called strongly continuous if for eache X the map Consider the Cauchy problem
. 2 y _ jut
(t,s) > U(t,s)x: (t,5) € RZ 5 X {:((Eto))—: OY(t)A(t)+é Lot20 A, p1,0)

is continuous for alt > s> 0. Such a family is called-
periodic (with somey > 0) if The solution of(—A(t), u,1,0) is given by

U(t+9g,s+q)=U(t,s), forallt >s> 0.

t .
Wy (t) = / V(t,s)e" ds.
Clearly, ag-periodic evolution family also satisfies 0

(i) U(pa+v,pg+u) =U(vu), forall pe N, forallv > Let p. be the characteristic polynomial associated to
u>0, the matrixL € .#(m,C) and leto(L) = {A1,Az,..., A},
(i) U(pg,ra) =U((p—r)q,0)=U(q,0)P~", forall p,r€  k < mbe its spectrum.
N,p=r. There exist integer numbeng, mp, ..., mg > 1 such that
The family% is called uniformly exponentially stable
if there exist two positive constanisandw such that PLA) = (A = A)™(A = A2)™2 (A =A™,
JU(t,s)] <Ne ®"9 forallt >s>0. wheremy +mp+---+mc=m. Let j € {1,2,...,k} and

] ) . Yj:=ker(L—A;1)™M then in ] we have the following im-
The set of allmx m matrices having complex entries portant theorem which is useful latter on.
would be denoted by# (m,C). Assume that the map—
A(t) : R+ .2 (m,C) is continuous. Then the Cauchy Prob- Theorem 1.For each z€ C™ there exists yj € Yj, j = 1,k
lem , such that
X(t)=At)X(t), teR (1)
X(0) =1, L"z=L"y;1 + Lo+ -+ LY.

has a unique solution denoted B(t). It is well known
that @(t) is an invertible matrix and that its inverse is the
unigue solution of the Cauchy Problem

X(t
X(0)
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Moreover, if yj(n) := L"y;j thenyj(n) € Yj for all ne Z,
andthereexist a C™-valued polynomials p; (n) withdeg(p;) <
m; — 1 such that

l—.X(t)A(t), teR (2) yj(n)=AMpj(n), neZ;, je{1,2...k}
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3. Results HencePU (q,0)“=U(q,0)kP for allke Z . Also we have
Letusdenotér ={ze C: |z =1}, :={zeC:|Z > 1} Pou(q)x = P(®u(q)(X1+X2))
andl :={zeC:|z < 1}.ClearlyC=rUr,"ur;". = P(®y(q) (1) + Ppu(q) (x2))
A matrix L is called: = Du(q)(x1)
(i)stable if g(L) is the subset of; " or, equivalently, if = @, (q)Px
there exist two positive constanis and T such that
L[ <Ne T foralln=0,1,2... ' and similarly we conclude th&W¥, (q) = ¥,(q)P. Now the
(i) expansiveif o(L) is the subset of,” and solution of the Cauchy problefé(t), u, Pb, 0) is given by

(iii) dichotomic if o(L) does not intersect the skt

t .
P pp)(t) = /0 U (t,s)eHPhds.

Remark.If L is a dichotomic matrix then there existsc

{1,2,...,&} such that Let n be the integer part of and letr := (t —gn) €
0,9). Then
M€l < <Pyl <1< Pl < <pgl. 09
t . .
Having in mind the decomposition ™ given by (3.1) / U (t,s)e*Pbds = /anU(t,s)e'“SPbds
let us consider 0

an-+r .
= u(t, e'“std U (t,s)e*Phd

X1=Y1®&Y2®-- @Yy and Xo=Yp;1®Yy1 2@ DY, / S st qn t.9) S
an+ k+1

ThenC™ = X, & Xo. — [ Ut,9€HPbds+ z / U (an+r,s)g#Pbds
qgn

Recall that a linear map : C™ — C™Mis called projec- an+ _

tion if P> = P. In the following theorem we give our first = / U(t,s)e'“stds

9

result. n

n-1 ,q(k+) .
Theorem 2.Let q > 0. If the matrix U (q,0) is dichotomic ~ + U(r,0) ) / U (gn,s)e+°Pbds

and there exists a projection P commuting with U (g,0), k=0 ok
@, () and ¥, (q) then for each p € R and each non-zero [ U (t, s)@"Phbds
vector b € C™ the solutions of the following Cauchy prob- ~ Jon ’

lems -1 ,q .
+U(r,0) Z/ U (gn, gk + 1)eH (@D phdr
k=070

(A(t), u,Pb,0)
’ aqn+-r

{ X(t) = A{t)X(t)+€HPb, t>0
= U (t,s)e*Phds

X(0)

and an
n-1 _
{ (t) = —X(DAM) + (1 =P)b, t>0 +U(r,0) %eq'“k/qU(Q(n—k),T)e“”Pbdr
X(0) =0, o & 0
—At s M I—P b,O _ aal IS
are bounded. (=AW, 1, (1 =P)b,0) = /qn U (t,s)eHPhds

n-1 . q .
Proof. Assume thall (g, 0) is dichotomic, then by Remark  + U(r,0) § €%y (q,o)”*kflf U(q,7)€*"Phdt
3 we have a decomposition 6, i.e.C™ = X; & Xo. K= 0

We defineP : C™ — C™ by Px = X1, wherex = x; + X, =11+ 1.
such thak; € X; andx; € X;. Itis clear thafP is a projec-
tion. where

Moreover for allx € C™ and allk € Z, this yields anr .
I = / U (t,s)e"Pbds,
g

PU (0,0) = P(U(q,0)“(x1 +X2)) and
= P(U(q,0)%(x1) +U(a,0)%(x2))

(6,0)(xa)

(

0 n—1
_ i gk n—k—1
0.0)Px. I, =U(r,0) Zoe' U(q,0) ®y(q)Ph.
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Now the family% has a growth bound and<0t —s<r < Proceeding as before we can show thas bounded. Now

g, so we have for J, we have sincé’U (q,0) = U(q,0)P, therefore(l —
P)U(qg,0) =U(q,0)(I — P). By our assumption we know
thatU (q,0) is invertible and sincéJ (q,0)~* is also di-
chotomic hence using the same arguments as above we

qn-+r )
/ U(t,s)é“Pbds

Ml =

< M/ wit-9)| pp| have

" % =V(r,0)(zu1 -U(q,0) " (Z ~U(@,0")
< rMe*®?||Pb| X Wy(q)(1 —P)b
< qMe*| P p

=V(r,0)(zyl ~U(q,0) ) 1z}l ~U(q,0 ")(1 - P)

wherew is a real number ankll > 1. Hencd is bounded.
x W, (q)b.

Next letz, = €9, and®, (q)b=1 € C™ then
Taking norm of both sides we get

1 1
l2 = U(r.0)(U(q,0)" 'z, 1321l < IV (r,0)l[}(zu! —U(a,0) )|
+U(0,0" %z, + - +U(q,0)°2) )P, X [(F=P)%u(a)bl]
—1y-1
By our assumption we know thiais dichotomic andz, | = + VROl (Z4l = U (0,0
1 thusz, is contained in the resolvent setlotherefore the x [U(g,0)7"(I = P)¥(a)bl|.
matrix (z,| —U(q,0)) is an invertible matrix. Hence First we prove that (g, 0)"x — 0 asn — oo for anyx e
B B _1 B n Xo. Since(l — P)W,(q)b € X; the assertion would follows.
l2=U(r,0)(z,] ~U(a,0)) (Z?‘I (9,0))PI. Now sinceXz = Yy 1@ Yy 2@ --- @ Ys. So anyx € Xz can
Taking norm of both sides be written as a sum &f — n vectorsy, 1, Yp+2, --- Ye. It
1 would be sufficient to prove that(g,0) "y; — 0 asn— o
2] < lU(r,0)(zul —U(q,0)) "z;Pl]| foranyie {n+1,n+2,...,E}.LetY € {Ypi1,Yp12,---, e }
+ U (r,0)(zul —U(q,0))~ PU (q,0)M| sayY = ker(U(q,0) — Al)?, wherep > 1 is an integer
_U(r0 | 1y numberandA | > 1. Consided; € Y\ {0} such thatU (q,0) —
= V{01l (zu! = U (@,0)~[[|IPI] Al)dy =0 andletdy, ds, ..., d, given by(U (q,0) — Al )d; =
+ U (r,0)]||(zu! — U (a,0)) | [IPU (q,0)M]. di—1. ThenA:= {dy,d,...,dp} is a basis inY. So it is

sufficient to prove that) (g,0) "d; — 0 asn — o for any

Using Theorentd, we have i € {1,2,...,p}. Fori = 1, we have thatJ(q,0)"d; =
U(@,0)" = A{pa(n) + AZpa(n) + -+ ALp (1), i 0 asn - o
Fori=23,...,p,denoteB,:=U(qg,0) "di. Then(U(q,0) —
thus A)PBh=0,i.e.
PU(q,0)" = Ap1(n) +AZp2(n) + -+ Appp (n), Bn—CpBn-10 +C3Bn2a° + - +ChBy_paP =0,

3.2
where eactp;(n) areC™-valued polynomials with degree (32)
at most(m —1) for anyi € {1,2,...,&}. From hypoth- Passing for instance at the components, it follows thaether

esis we know thatAi| < 1 for eachi € {1,2,...,n}. So exists aCM-valued ; .
L L& s - polynomiaP, having degree at most
||IPU(g,0)" || — 0 whenn — . Thusl, is bounded, hence p— 1 and verifying (3.2) such tha, = a"P,(n). Thus

the solution offA(t), u, Pb,0) is bounded. B, — 0, when n — o i.e. U(q,0)"d; — O for anyi e
{1,2,...,p}. ThusJ, is bounded.

wheren > p anda = §.

Next, since the solution of the

Cauchy probleni—A(t), i, (I —P)b,0) is given by The converse statement of the above theorem is not
straight forward and we need to put an extra condition i.e.
Wpi—pb)( / V(t,s)e¥S(1 — P)bds. the matricesp, (q) and¥,(q) are invertible, at the end of

the paper we have given an example which shows that the
invertibility conditions on matriceg?,(q) and¥,(q) can

By similar method we obtain that ;
not be removed. Due to this reason we put the converse

Wy i—py(t) =d+ 32 statement of the above theorem as a new theorem which is
T stated as.
_ran+r

whered, = Jgn VL, s)e¥s(1 —P)bdsand Theorem 3.If for each real number ¢ and each non-zero

_ (n-2) vector b € C™, the solutions of the Cauchy problems
% =V(r,0)(zU (4,0 " Y+ ZU(q,0) (A(t), 4, Pb,0) and (—A(t), 4, (I — P)b,0) arebounded then

+ ot z'[,‘lu (9,0)° Y¥u(a)(1 = P)b. the map U (g, 0) is dichotomic, provided that there exists a
@© 2015 NSP
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projection P commuting with U(q,0), ®,(q) and Y¥,(q)
and for each u € R the matrices @, (q) and ¥,(q) arein-
vertible.

Proof.Suppose on contrary that the matuixq, 0) is not di-
chotomic theno (U (q,0)) N1 # @. Letw € a(U(qg,0)) N
I1 then there exists a non zeye C™ such that) (g,0)y =
wy, it is easy to see that (g,0)Xy = wXy. Here we have
two cases: _
Case 1: IfPy # 0. Choosep; € R such thatw = €9,
thenU (g, 0)ky = €+%y. Sinced,, (q) is invertible so there
existsb; € C™ such that®y, (q)by =y. Then

an-r

Py Py (1) = / U (t,s)eH5Phy ds

qn
n-1

+U(r,0) y €1%PU(q,0" "ty
k=0

aqn-+r .
= U (t,s)€H°Pb, ds
an

1
L U(O) ”z tuakpglua(n-k-1)y
k=0

gn-+r )
= U (t,s)e"1°Pby ds
an
n-1
+U(r,0) y eman-py
K=o
aqn-+r .
= U (t,s)e"1°Pby ds
gn

+ U(r,0)ngHan-Dpy

Now clearly U (r,0)ng*19"-1Py — o asn — 0. Hence
there existu; € R andb; € C™ such that®,, pp,) is un-
bounded. Therefore contradiction arises.

Case 2: IfPy=0then surely| — P)y 0. SincePU (g, 0)
U (q,0)P thereforgl —P)U (q,0) =U(q,0)(I —P). Choose
U2 € R such thatw = e7'*29. In this case we note that
U (q,0) Ky = r2tky. Also W, (q) is invertible so there ex-
istsby, € C™ such that¥;, ()b, = y. Now consider the so-
lution of (—A(t), 2, b2,0) we have

qJ(HzJ —Pby) (t) = I+ 2,45

where

qn+r ,
I :/ V(t,9)e"5(1 — P)byds,
qn

and
n-1

Bp, =V(r.0) Y €%U(q,0 " Vi, (a)(1 — P)by
=]
n—-1

%ei“zqk(l ~P)U(q,0)" "ty
k=

=V(r,0)

n-1 ,
=V(r,0) %eluzqka — p)ghan-k-1y
k=

n-1
= V(ra O) Z
k=0
= V(r,0)ng*9-1 (| _p)y.

Clearly we see thak ;,, =V (r,0)nz), }(1 —P)y — 0 asn—

. Hence there exigt; € R andb, € C™ such thatd, | _pp,) (t)
is unbounded. Which is again an absurd. This completes
the proof.

drdn-1 (| —pyy

The following theorem is taken fromi] which we used to
obtained Theorem 3.5.

Theorem 4.The matrix U (g, 0) is stable if and only if for
each b € C™, the solution of (A(t), 1, Pb,0) is bounded on
R uniformly with respect to the parameter u € R, i.e.

t .
supsup|| /| U(t,s)e*3bds|| := K(b) < co.
uert>0 J0O

Theorem 5.The matrix U (g, 0) isdichotomic if and only if
there exists a projection P such that for each vector b €
C™, the solutions of the Cauchy problems (A(t), 1, Pb,0)
and (—A(t),u, (I — P)b,0) are uniformly bounded on R
with respect to the parameter 1 € R, i.e.

t .
supsup|| A U (t,s)e"Pbds|| := Kp(b) < w0,  (3.3)

HER t>0

and

t .
supsup|| [ V(t,s)e*3(I — P)bds| := Ki_p(b) < 0.
peRt>0 JO
(3.4)

Proof.Suppose the matrik (g,0) is dichotomic and let
U(q,0); andU (q,0), be the restrictions ddl (g,0) on X;
and X, respectively. Consider the spectral decomposition
of C™M as given in RemarR, that is we can write

Cc"= X1 Xo.

ThenU(q,0); is stable onX; andU(q,0),* is stable on
X,. Define the projectio® : C™ — C™ asPx = x; where
X = X3 + X2 such thatx; € X; andx; € X. Then clearly
PC™ = X1 and(l — P)Cm = Xo.

SincePb € X; for eachb € C™, therefore Theorerd im-
plies that

supsup||

t .
U (t,s)éHPbds]| := Kp(b) < .
peRt>0 JO
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Also (I —P)b € X, for eachb € C™then again Theoredh  families, arises in the solutions of non-autonomous systete

implies that has been personally instrumental in starting first time leegu
. M.Phil/ M.Phil Leading to PhD and PhD Program in department
supsup| V(t,s)ei“s(l o P)deH ‘= Ki_p(b) < oo. of mathematics at University of _Peshawar, Pa_kistan. He
perRt>0 JO published more than 20 research articles in reputed irtierre

journals of mathematics.
Conversely leP be the projection for which (3.3) and
(3.4) are satisfied. Assume tHRE™ =Wy and(l —P)C™ = Sadia Arshad is an assistant professorin COMSATS
W.. Then clearlyC™ = W; & W.. So by (3.3) and using Institute of Information Technology, Lahore, Pakistane Sh
Theoremd we haveU (q,0) is stable onM;. Similarly by obtained her PhD from Abdus Salam School of Mathe-
(3.4) and again using Theorefwe obtain that (g,0) ' matical Sciences, GCU, Lahore, Pakistan (2013). She is
is stable o'\b. Hencel (q,0) is dichotomic onC™. an active researcher in the field of fractional differential
equations and qualitative theory of differential equation
especially existence and uniqueness of solution of differ-
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