
J. Stat. Appl. Pro.4, No. 3, 405-409 (2015) 405

Journal of Statistics Applications & Probability
An International Journal

http://dx.doi.org/10.12785/jsap/040307

On Convergence of Intermediate Order Statistics under
Power Normalization
Haroon M. Barakat1 and Azza R. Omar2,∗

1 Department of Mathematics, Faculty of Science, Zagazig University, Zagazig, Egypt
2 Faculty of Science, Mathematical Department, Girls Branch, Al-Azhar University, Egypt

Received: 31 May 2015, Revised: 5 Aug. 2015, Accepted: 17 Aug. 2015
Published online: 1 Nov. 2015

Abstract: We discuss the convergence of the moments of intermediate order statistics under power normalization. The moments
convergence is established for four p-max-stable laws according to conditions imposed on the considered distributionand on the rank
sequence.
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1 Introduction

Let X1,X2, ...,Xn be independent random variables (rv’s) with the same distribution function (df)F(x) and letX1:n ≤ X2:n ≤
...≤ Xn:n be the corresponding order statistics. We callXkn:n and Xrn :n the upper and lower intermediate order statistics,
respectively, if kn = n− rn +1, rn

n → 0, as n → ∞. A sequence{rn} is said to satisfy Chibisov’s condition, if

lim
n→∞

(

√

rn+zn
−√

rn

)

=
αlν

2
, l > 0, (1)

for any sequence{zn} of integer-values, where zn

n1−α
2
→ ν, asn → ∞ (0< α < 1 andν is any arbitrary real number).

As Chibisov in [4] himself noted, the condition (1) implies thatrn
nα → ℓ2, asn → ∞. It is noteworthy to mention that the

latter condition implies Chibisov’s condition (see, [1] and [3]), which means that the class of intermediate rank
sequences which satisfy the Chibisov condition is a very wide class. Chibisov [4] showed that, whenever{rn} satisfies
(1), the possible nondegenerate types of the limiting distribution of the lower intermediate termXrn:n, under linear
normalization areG1,β (x) = N (v1(x;β )) = N (β logx), x > 0, G2,β (x) = N (v2(x;β )) = N (−β log|x|), x ≤ 0, and
G3(x) = N (v3(x)) = N (x), where N (.) stands for the standard normal distribution. The corresponding possible
nondegenerate limiting distributions for the upper intermediate termXkn:n areΨi;β (x) = 1−N (vi(−x,β )), i = 1,2,3
(note thatΨ3;β (x) = 1−N (v3(−x))). Clearly,Ψ1;β = G2;β , Ψ2;β = G1;β andΨ3;β = G3;β . Therefore, we have

{

Gi;β ,

i = 1,2,3}≡
{

Ψi;β , i = 1,2,3} . The intermediate order statistics have many applications.For example, intermediate
order statistics can be used to estimate probabilities of future extreme observations and to estimate tail quantiles ofthe
underlying distribution that are extremes relative to the available sample size. Pickands [12] has shown that intermediate
order statistics can be used in constructing consistent estimators for the shape parameter of the limiting extremal
distribution in the parametric form. Many authors, e.g. [13] and [5], have also found estimators that are based, in part, on
intermediate order statistics.

During the last two decades E. Pancheva and her collaborators (e,g., see, [6]-[10]) developed the extreme value theory
under nonlinear monotone increasing normalizing mappingsin order to get a wider class of limit laws, which can be used
in solving approximation problems. Barakat and Omar [2] (see also [3]) showed that the possible nondegenerate types of
the limit df of the lower intermediate order statisticsXrn:n under the power normalizationTn(x) = an | x |bn sign(x),an,bn >
0, are

L1,β (x) = N (β log logx), x > 1; L2,β (x) = N (−β log(− logx)), 0< x ≤ 1;
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L3,β (x) = N (β log(− log|x|)), −1< x ≤ 0; L4,β (x) = N (−β loglog|x|), x ≤−1;

L5;β (x) = L5(x) = N (logx), x > 0; L6;β (x) = L6(x) = N (− log|x|), x ≤ 0.

The corresponding types of the upper intermediate order statistics areH1;β (x) = 1−N (β log((log | x |))), x ≤ −1;
H2;β (x) = N (β log(− log | x |)), − 1 < x ≤ 0; H3;β (x) = 1 − N (β log(− logx)), 0 < x ≤ 1;
H4;β (x) = N (β log(logx)), x > 1; H5;β (x) = H5(x) = N (− log | x |), x ≤ 0; andH6;β (x) = H6(x) = N (logx), x > 0.
Although, in general, we haveHi;β 6= Li;β , i = 1,2, ...,6, we note that the two classes of possible limit laws of lower and
upper intermediate order statistics under power normalization shows that they coincide, i.e.,
{Hi;β , i = 1,2, ...,6,} ≡ {Li;β , i = 1,2, ...,6,}.

2 Moment convergence of the intermediate order statistics

Recently, the moment convergence of the extremes under power normalization have been studied by [11]. In this section,
we study the moments convergence of the intermediate order statistics under power normalization, i.e., for some suitable
normalizing constantsan,bn > 0, and for some positive integerk,

lim
n→∞

E
(

T−1
n (Xrn:n)

)k
= lim

n→∞
E

(

| Xrn:n

an
|

1
bn sign(Xrn:n)

)k

=
∫ r(Li,β )

ℓ(Li,β )
xkdLi,β (x), i ∈ {1,2, ...,6},

whereℓ(F) = inf{x : F(x)> 0} andr(F) = sup{x : F(x)< 1} are the left and right end-points for the dfF, respectively.

Obviously, for every integerk > 0,
∫ r(Li,β )

ℓ(Li,β )
xkd(Li,β (x)), i ∈ {2,3,5,6}, converges (for beingℓ(Li,β ) andr(Li,β ), i = 2,3,

are finite, whileL5;β (x) = L5(x) andL6;β (x) = L6(x) are a log-normal and a negative log-normal df’s, respectively. Since

L1;β (x) is a log-log-normal df, then,
∫ r(L1,β )

ℓ(L1,β )
xkd(L1,β (x)) =

∫ ∞
0 xkd(L1,β (x)) = E

(

ekη) where η has a log-normal

distribution. On the other hand, the expected value E(etη ) is not defined for any positive value of the argumentt as the

defining integral diverges. Therefore,
∫ r(L1,β )

ℓ(L1,β )
xkd(L1,β (x)) is divergent. Moreover, sinceL4;β (x) is a negative

log-log-normal df, i.e.,L4;β (x) = 1−L1;β (−x), we deduce that
∫ r(L4,β )

ℓ(L4,β )
xkd(L4,β (x)) is also divergent for every positivek.

Barakat and Omar [1] found the domains of attraction of all possible limit laws of the df of the power normalized lower
intermediate order statisticT−1

n (Xrn :n). In Theorem 2.1 we present the results of [1] only for the four remaining cases (i.e.,
for Li,β (x)), i = 2,3,5,6) because these results are essential in the study of momentconvergence. Throughout this theorem,
we writeF ∈ Dp(L) to indicate thatF belongs to the domain of attraction of the lawL, under power normalization. Also,
for any nondecreasing functionF we writeF−(y) = inf{x : F(x)> y}.
Theorem 2.1.

1.A df F ∈ Dp(L2,β ) if and only if ℓ(F) = 0 and for anyτ > 0,

lim
x→−∞

F(exp(τx))−F(exp(x))

[F(exp(x))]
2−α
2−2α

=−ℓ
−1

1−α β logτ.

We may setan = 1 andbn =− log(F−( rn
n ))→ ∞.

2.A df F ∈ Dp(L3,β ) if and only if ∃x0 such thatF(−e−x0) = 0. Moreover,F(−e−x0 + ε) > 0, ∀ε > 0 (i.e.,−∞ <

ℓ(F) =−e−x0 < 0). Moreover, for anyτ > 0,

lim
x↓0

F(−exp(−(x0 + xτ)))−F(−exp(−(x0 + x)))

[F(−exp(−(x0 + x)))]
2−α
2−2α

= ℓ
−1

1−α β logτ.

In this case we may setan = e−x0 andbn =−(log(−F−( rn
n ))+ x0)→ ∞.

3.A df F ∈ Dp(L5) if and only if ℓ(F)≥ 0 and the sequence{βn} defined as the smallest numbers for whichF(eβn)≤
k
n ≤ F(eβn +0) (i.e.,βn = logF−( k

n)→ logℓ(F)), satisfies the condition

lim
n→∞

βn+zn(ν)−βn

βn+zn(µ)−βn
=

ν
µ
, (2)
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for all sequences{zn(t)}, t ∈ R, satisfying zn(t)

n1−α
2
→ t, asn → ∞.

We may set in this casean = eβn = F−( rn
n ) andbn = log

F−( rn+
√

rn
n )

F−( rn
n )

.

4.A df F ∈Dp(L6) if and only if ℓ(F)< 0 and the sequence{βn}, defined as the smallest numbers for whichF(−e−βn)≤
rn
n ≤ F(−e−βn +0), satisfies the condition (2).

In this case we may setan = e−βn andbn =
1√

ξ
log

F−( rn
n )

F−( rn+
√

rnξ
n )

.

Theorem 2.2 (the main result).
(a)Under the conditions of Theorem 2.1, Part (1) (or Part (2)), we have

lim
n→∞

E

(

| Xrn:n

an
|

1
bn sign(Xrn:n)

)k

=

∫ r(Li,β )

ℓ(Li,β )
xkdLi,β (x), i ∈ {2,3}, (3)

if rn ∼ ℓ2nα andF are such that n
bn
√

rn
→ 0, asn → ∞, and

∫ ∞

1
yε−1(1−F(y))dy < ∞, for someε > 0.

(b)Under the conditions of Theorem 2.1, Part (3) (or Part (4)), we have

lim
n→∞

E

(

| Xrn:n

an
|

1
bn sign(Xrn:n)

)k

=

∫ r(Li,β )

ℓ(Li,β )
xkdLi,β (x), i ∈ {5,6},

if r(F) = sup{x : F(x)< 1}< ∞.

Proof. Let Frn:n(Tn(x)) =P(T−1
n (Xrn:n)≤ x) =P(Xrn:n ≤ an | x |bn sign(x)) = IF((Tn(x)))(rn,n−rn+1),where IF(a,b)=

(a+b−1)!
(a−1)!(b−1)!

∫ F
0 ta−1(1− t)b−1dt, a,b ≥ 1, is the incomplete beta function. Clearly, for anyM > 0 andi ∈ {2,3,5,6},

we get
∣

∣

∣

∣

E
(

an | Xrn:n |bn sign(Xrn:n)
)k

−
∫ ∞

−∞
xkdLi,β (x)

∣

∣

∣

∣

≤
∫ −M

−∞
|x|kdFrn:n(−an | x |bn)+

∣

∣

∣

∣

∫ −M

−∞
xkdLi,β (x)

∣

∣

∣

∣

+

∣

∣

∣

∣

∫ M

−M
xkdFrn:n(an | x |bn sign(x))−

∫ M

−M
xkdLi,β (x)

∣

∣

∣

∣

+

∫ ∞

M
xkdFrn:n(anxbn)+

∫ ∞

M
xkdLi,β (x).

Moreover, in view of the conditions of Theorem 2.1, we get, asn → ∞,

∫ M

−M
xkdFrn:n(an | x |bn sign(x))→

∫ M

−M
xkdLi,β (x), i = 2,3.5,6.

Therefore, in order to prove Theorem 2.2 fori = 2,3,5,6, we have to prove

lim
M→∞

lim
n→∞

∫ −M

−∞
|x|kdFrn:n(−an | x |bn) = 0 (4)

and

lim
M→∞

lim
n→∞

∫ ∞

M
xkdFrn:n(anxbn) = 0. (5)

Clearly, (4) holds, for alli = 2,3,5 andi= 6, sinceℓ(F) = ℓ(Frn:n) andℓ(F) = 0, ℓ(F)>−∞, ℓ(F)≥ 0 and 0> ℓ(F)>
−∞ for i = 2,3,5 andi = 6, respectively. On the other hand, by using Fubini’s theorem,we get

∫ ∞

M
xkdFrn:n(anxbn) =

∫ ∞

M

∫ x

0
kyk−1dydFrn:n(anxbn)
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=

∫ ∞

M

∫ M

0
kyk−1dydFrn:n(anxbn)+

∫ ∞

M

∫ x

M
kyk−1dydFrn:n(anxbn)

= Mk(1−Frn:n(anMbn))+
∫ ∞

M
kyk−1(1−Frn:n(anybn))dy = An(M)+Bn(M). (6)

Now, under the conditions of Theorem 2.1, we getAn(M) =Mk(1−Frn:n(anMbn))→Mk(1−Li,β (M)), i∈ {2,3,5,6}.
Since thekth momentsk = 1,2, ..., of the limit lawsLi,β (x), i ∈ {2,3,5,6} exist, we get

lim
M→∞

lim
n→∞

An(M) = lim
M→∞

Mk(1−Li,β (M)) = 0. (7)

Thus, in view of (6) and (7), the proof of theorem follows if weprove limM→∞ lim
n→∞

Bn(M) = 0. For the casei = 5,6,

the proof follows immediately from the imposed conditionr(F) < ∞. On the other hand, for the casesi = 2 and for
all M > 1, we get

Bn(M) =
k
bn

∫ ∞

Mbn
y

k
bn

−1(1−Frn:n(y))dy ≤ k
bn

∫ ∞

1
y

k
bn

−1(1−Frn:n(y))dy,

sincebn → ∞. On the other hand the beta functionBα ,β (x) = xα−1(1− x)β−1,α,β ≥ 1, 0≤ x ≤ 1, has its maximum
at x0 =

α−1
β+α−2, we get

Bn(M)≤ n!k
(rn −1)!(n− rn)!bn

∫ ∞

1
y

k
bn

−1
∫ 1

F(y)
trn−1(1− t)n−rndtdy

≤Cn

∫ ∞

1
y

k
bn

−1(1−F(y))dy ≤Cn

∫ ∞

1
yε−1(1−F(y))dy, (8)

sincebn → ∞, where

Cn =
n!k

(rn −1)!(n− rn)!bn

(

rn −1
n−1

)rn−1(n− rn

n−1

)n−rn

.

Now, upon using Stirling’s formula, we get

Cn ∼
kn

bn
√

2πrn
. (9)

Therefore, by combining (8) and (9), the proof of (3) fori = 2, under the stated conditions, follows immediately.
Since, fori = 3, an = e−x0 is a positive constant andbn → ∞, asn → ∞, then the proof of this case is exactly the same
as the casei = 2, with only the obvious changes.⊓⊔
Remark 2.1. Clearly if r(F) < ∞, (5) will be satisfied for the casesi = 2,3. Moreover, the condition n

bn
√

rn
→ 0, as

n → ∞, can be written in the formn1−α
2

bn
→ 0, asn → ∞.

3 Conclusion

In the statistical modeling of order statistics values based on p-max-stable distributions. Two common approaches for
statistical estimation are the method of moments and the method of maximum likelihood. The former estimation method
involves moments, so it is important to know conditions under which the convergence of moments holds. In this paper,
we study moments convergence of the intermediate order statistics under power normalization. We show that, among the
possible nondegenerate limiting distributions, for the upper intermediate order statistics, only four of them have
convergent moments. Therefore, we discuss the convergenceof the moments of these‘four limiting distributions
according to conditions imposed on the considered distribution and on the rank sequence.
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