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Abstract: This work is devoted to constructing a deterministic finite automaton whose states are particular types of order-preserving
Boolean partial maps introduced by Bisi and Chiaselotti. The domains of such maps are subsets of a finite poset equipped with an
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1 Introduction

Let 2 be the Boolean lattice composed of a chain with 2
elements which will be denoted byN (the minimal
element) andP (the maximal element). In this paper,
(X ,≤) represents an arbitrary finite poset. The set of all
the partial maps from(X ,≤) to 2, here denoted by
(X  2), is a poset with the following order (see [13]):
if (A,dom(A)),(B,dom(B)) ∈ (X  2),

(A,dom(A))E (B,dom(B))

m

dom(A)⊆ dom(B), B|dom(A) = A.

A Boolean partial map (BPM) on X is an element
(A,dom(A)) of (X  2), (which in the following will be
denoted only byA). If dom(A) = X , it is said thatA is a
Boolean total map (BTM) on X . OP(X ,2) will denote
the family of all BTM’s onX which are order-preserving.

It is said that a BPMA onX is: up-positive if A−1(P) is
an up-set ofX , i.e., if for all z ∈ A−1(P) andx ∈ X with z ≤
x, thenx ∈ A−1(P); down-negative if A−1(N) is a down-set
of X , i.e., for all z ∈ A−1(N) andx ∈ X with z ≥ x, then
x ∈ A−1(N) . An up-down mapA on X is a BPMA on X
which is up-positive and down-negative. Let us denote by
U D(X ,2) the set of all the up-down maps onX . Then,
U D(X ,2) is a sub-poset of((X  2),E).

An involution poset (IP) is a poset(X ,≤,c) with a
unary operationc : x ∈ X 7→ xc ∈ X , such that:
I1)(xc)c = x, for all x ∈ X ;

I2)if x,y ∈ X and if x ≤ y, thenyc ≤ xc.

The mapc is called complementation of X and xc the
complement of x. Let us observe that ifX is an involution
poset, fromI1), it follows thatc is bijective. Thereforec
can be considered an anti-automorphism ofX into itself
and this is equivalent to say that the complementation is
an isomorphism betweenX and its dual posetX∗. If X is
an IP, it is said that a BPMA on X is complemented
positive, if A−1(N)c ⊆ A−1(P). If X is an IP, a BPMA on
X is calledweighted Boolean partial map (WBPM), if it
is up-positive, down-negative and
complemented-positive. In particular, ifA is also total on
X , it is calledweighted Boolean total map (WBTM). Let
us denote byW P(X ,2) the subset of all the WBPM’s on
X and byW (X ,2) the subset of all the WBTM’s onX . In
both cases,W P(X ,2) and W (X ,2) are sub-posets of
(X  2).

In [4], it was introduced a particular IP,S(n,r), in
order to study some extremal combinatorial sum
problems (see [7,8,9,17]). S(n,r) is a finite distributive
lattice with 2n elements and its construction, depending
from two integers 0≤ r ≤ n, is recalled in the section 3 of
this paper. The structure ofS(n,r) is also related to
interesting aspects concerning the sequential and parallel
dynamics (see [1,2,3]) in certain discrete dynamical
systems (see [5,10,11]). For a generalization of the
partial order ofS(n,r) to a wider class of lattices see [12].
In this context, the families of mapsU D(S(n,r),2) and
W P(S(n,r),2) can be identified with particular types of
systems of linear real inequalities.
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In [4], Bisi and Chiaselotti began a research line
oriented to study the links between such types of Boolean
maps and their associated linear systems inequalities. In
particular, in their paper, the authors raise a relevant and
difficult problem: to establish necessary and sufficient
conditions on the Boolean mapA so that the
corresponding linear system is compatible. In the study of
this problem, a crucial aspect is to have a model of
computation to build all WBTM’s inW (S(n,r),2) which
extend a fixed WBPM inW P(S(n,r),2). In particular, if
it is possible to select the minimal WBPM,B, which have
a unique extension,A, in W (S(n,r),2), and ifSB andSA
are respectively the corresponding linear system
associated toB andA, the compatibility of the systemSB
implies the compatibility of the systemSA (see [4] for
details). In this context, it raises the natural necessity to
build a computational model which allows us to pass
from a ”local” map to a ”global” map. This problem can
be studied in a more abstract context, because the only
required properties are the monotonicity and
complemented positivity of the mapA with respect to the
antitone mapc. Therefore, this problem is examined in
the context of a generic finite involution poset(X ,≤). For
recent studies concerning the involution posets see [6].
Notice that the class of the involution posets is very large,
because it includes theorthocomplemented lattices, which
are involution bounded lattices such thatc(x)∨ x = 1 and
c(x)∧ x = 0. For the relevance of these order structures in
quantum logic see the classical book [18].

This work is devoted to constructing a deterministic
finite automaton that models the computational way
through which a WBPM on an IP becomes ”global” (i.e.
defined on the whole poset), continuing to maintain its
properties, i.e., becomes a WBTM. The states of this
automaton are therefore the elements ofW P(X ,2) and
the symbols of transitions are the pairs of the form(w,ξ ),
wherew is an element of the posetX andξ is a Boolean
value (N, as ”negative”, orP, as ”positive”).

This paper is structured as follows. In section 2, the
general results used in the sequel are described. In section
3, the definition of the lattice(S(n,r),⊑) is recalled and it
is proved how the partial order⊑ characterizes the partial
sums on indeterminate real numbers. In this section, it is
also recalled the way through which the Boolean maps
are connected to particular types of linear systems
inequalities. Section 4 is devoted to constructing an
automaton whose states are the partial maps ofU D(X ,2)
and whose final states are the maps ofOP(X ,2), whenX
is an arbitrary finite poset. Finally, in section 5, the
construction given in the previous section is refined, in
order to have an automaton whose states are the partial
maps ofW P(X ,2) and whose final states are the maps
of W (X ,2), whenX is a finite IP.

2 Preliminaries and notations

For Z ⊆ X , it can be considered
↓ Z = {x ∈ X : ∃z ∈ Z s.t. z ≥ x} and
↑ Z = {x ∈ X : ∃z ∈ Z s.t. z ≤ x}. In particular, forz ∈ X ,

it can be considered↓ z =↓ {z} = {x ∈ X : z ≥ x} and
↑ z =↑ {z}= {x ∈ X : z ≤ x}.
Definition 2.1.Z is said to be adown-set of X if z ∈ Z and
x ∈ X with z ≥ x, thenx ∈ Z. Z is said to be anup-set of X
if z ∈ Z andx ∈ X with z ≤ x, thenx ∈ Z.

Observe that↓ Z is the smallest down-set ofX which
containsZ andZ is a down-set inX if and only if Z =↓ Z.
Similarly ↑ Z is the smallest up-set ofX which containsZ
andZ is an up-set inX if and only if Z =↑ Z.

The following proposition shows that the concepts of
up-positivity, down-negativity and of order-preserving are
equivalent for Boolean total maps.
Proposition 2.1.Let A be aBTM onX . Then the following
conditions are equivalent:
i) A is order-preserving (op);
ii) A is up-positive (up);
iii) A is down-negative (dn).
Proof. In the following, it will be proved thati) andii) are
equivalent. The equivalence ofi) andiii) follows similarly.
i)⇒ ii) : Suppose thatx1,x2 ∈ X andA(x1) = P. SinceA is
order-preserving, we have thatA(x1)≤ A(x2) and this in2
implies thatA(x2) = P.
ii) ⇒ i) : Let x1,x2 ∈ X such thatx1 ≤ x2 and suppose,
by reduction to the absurd, thatA(x1) 6≤ A(x2). Since2
is totally ordered, this means thatA(x1) > A(x2). Hence
A(x1) = P andA(x2) = N. But, sincex1 ≤ x2 andA(x1) =
P, andA is up-positive, it follows thatA(x2) = P, which is
a contradiction becauseA(x2) = N. �

Obviously, if X is an IP, thanks to Proposition 2.1, it
follows thatW (X ,2) is the sub-family of all the maps in
OP(X ,2) which are also complemented positive.

From Proposition 2.1, it also follows that ifA is a
BTM on X , then A is a WBTM if and only if A is
up-positive and complemented positive. Let us note that
each orthocomplemented lattice(L,∧,∨,0,1,′ ) is also an
IP and that, in this case, a lattices morphismA : L → 2 is a
WBTM.

The following result will be essential in the sequel.
Proposition 2.2.Let X be an IP andA a WBPM onX .

i) If w is a minimal positive ofA such thatA(wc) = N, then
wc is a maximal negative ofA.
ii) If x, xc ∈ dom(A) andxc ≤ x, thenA(x) = P.
Proof.
i) Suppose, by contradiction, thatwc is not a maximal
negative ofA. Then there exists an elementw′ ∈ A−1(N)
such thatw′ > wc. SinceA is complemented positive, we
have thatA−1(N)c ⊆ A−1(P) and hence(w′)c ∈ A−1(P).
Furthermore, sincew′

> wc
, we have also that

w = (wc)c > (w′)c, but this is a contradiction by the
minimality of w in A−1(P).
ii) Suppose, by contradiction, thatA(x) = N. SinceA is
complemented positive, we have thatxc ∈ dom(A) and
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A(xc) = P. Sincexc ≤ x andA is up-positive, we have that
A(x) = P and this is a contradiction.�
The part ii) of Proposition 2.2 motivates the following
definition:

Definition 2.2. The elementsw ∈ X such thatwc ≤ w are
calledcomplemented.

3 Partial Sums of Real Numbers and Boolean
Maps

Let n andr be two fixed non-negative integers such that
r ≤ n. We call(n,r)-string a n-pla of integers

ar . . .a1|b1 . . .bn−r, (1)

such that:
i) a1, . . . ,ar ∈ {1, . . . ,r,0};
ii) b1, . . . ,bn−r ∈ {−1, . . . ,−(n− r),0};
iii) ar ≥ ·· · ≥ a1 ≥ 0≥ b1 ≥ ·· · ≥ bn−r;
iv) the unique element in (1) which can be repeated is 0.

By S(n,r) it is denoted the set of all the(n,r)-strings.
On S(n,r), it can be considered the partial order on the
components, which is denoted by⊑. To simplify the
notations, in all the numerical examples, the integers on
the right of the vertical bar| will be written without minus
sign.

Since (S(n,r),⊑) is a finite distributive lattice, it is
also graded, with minimal element 0· · ·0|12· · ·(n − r)
and maximal elementr(r − 1) · · ·21|0· · ·0. The lattice
S(n,r) was introduced in [4] in order to study some
combinatorial extremal sum problems.

In [4], it is shown that(S(n,r),⊑) is an IP and its
complementation mapc is such that the complement

(ak . . .a1 0. . .0|0. . .0 b1 . . .bl)
c

is given by

a′r−k . . .a
′
1 0. . .0|0. . .0 b′1 . . .b

′
n−r−l

where {a′1, . . . ,a
′
r−k} is the usual complement of

{a1, . . . ,ak} in {1, . . . ,r} and{b′1, . . . ,b
′
n−r−l} is the usual

complement of{b1, . . . ,bl} in {−1, . . . ,−(n − r)} (for
example, in the distributive latticeS(7,4), we have that
(4310|001)c = 2000|023).

Consider now

I(n,r) := {r, . . . ,1,0,−1, . . . ,−(n− r)}.

Then,F(n,r) will denote the set of all the functions
f : I(n,r)→ R such that

f (r)≥ ·· · ≥ f (1)≥ f (0)= 0> f (−1)≥ ·· ·≥ f (−(n−r))
(2)

andWF(n,r) the subset of all the functionsf ∈ F(n,r)
such that

f (r)+ · · ·+ f (1)+ f (−1)+ · · ·+ f (−(n− r))≥ 0. (3)

If f ∈ F(n,r), we can consider the mapσ f : S(n,r) → R

such that

σ f (ar . . .a1|b1 . . .bn−r) :=
r

∑
i=1

f (ai)+
n−r

∑
j=1

f (b j) (4)

The next result shows how the order structure inS(n,r)
is strictly related to the properties of the family of maps
{σ f : f ∈ F(n,r)}. Recall first the definition of valuation
on an arbitrary latticeX .

Definition 3.1. If X is a lattice, a mapν : X → R is called
a valuation on X if for all a,b ∈ X : ν(a∧b)+ν(a∨b) =
ν(a)+ν(b).

Fundamentals studies concerning the valuations on
distributive lattices were carried out in [14,15,16].

Proposition 3.1.According to the definitions above:
i) If f ∈ F(n,r), the mapσ f is a valuation onS(n,r).
ii) If w,w′ ∈ S(n,r), thenw ⊑ w′ if and only if σ f (w) ≤
σ f (w′) for eachf ∈ F(n,r).

Proof. Statementi) follows directly from (4) and the
definition of⊑.
To proveii), let us considerw = ar . . .a1|b1 . . . ,bn−r and
w = a′r . . .a

′
1|b

′
1 . . . ,b

′
n−r two elements in S(n,r). If

w ⊑ w′, it is immediate thatσ f (w) ≤ σ f (w′) for each
f ∈ F(n,r). We assume now thatσ f (w) ≤ σ f (w′) for
each f ∈ F(n,r) and that the conditionw ⊑ w′ is false.
This means that there exists somei ∈ {1, . . . ,r} such that
ai > a′i or somej ∈ {1, . . . ,n− r} such thatb j > b′j. Let
us suppose at this point that there existsi ∈ {1, . . . ,r}
such thatai > a′i and assume thati is maximal among all
the positive integersl ∈ {1, . . . ,r} such thatal > a′l . Thus,

ar ≥ ·· · ≥ ai+1 ≥ ai > a′i ≥ a′i−1 ≥ ·· · ≥ a′1 (5)

and
a′r ≥ ar, . . . ,a

′
i+1 ≥ ai+1. (6)

Consider now the following function

f (α) :=







−1 if α ∈ {−1, . . . ,−(n− r)}
0 if α ∈ {0,1, . . . ,ai −1}
+1 if α ∈ {ai, . . . ,r}

Then, f ∈ F(n,r) and from (5) and (6), it follows that

σ f (w) ≥ (r− i+1)+∑1≤ j≤n−r f (b j)
> (r− i)+∑1≤ j≤n−r f (b j)
= (r− i)+∑1≤ j≤n−r f (b′j) = σ f (w′),

which is a contradiction.
We can suppose then thatai ≤ a′i for all i = 1, . . . ,r, so

that there existsj ∈ {1, . . . ,n− r} such thatb j > b′j, and
assume thatj is minimal among all the positive integers
l ∈ {1, . . . ,n− r} such thatbl > b′l . Thus

b1 ≥ ·· · ≥ b j−1 ≥ b j > b′j ≥ b′j+1 ≥ ·· · ≥ b′n−r (7)
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and
b′1 ≥ b1, . . . ,b

′
j−1 ≥ b j−1 (8)

We must now distinguish two cases. First, suppose that
b j = 0. In this case, consider the following function:

h(α) :=

{

0 if α ∈ {0,1, . . . ,r}
−1 if α ∈ {−1, . . . ,−(n− r)}

Then,h ∈ F(n,r) and from (7) and (8), it follows that

σh(w) ≥ (−1)(n− r− j)
> (−1)(n− r− j+1) = σh(w′),

which is a contradiction.
Assume now thatb j < 0. In this case, consider the

following function

g(α) :=











0 if α = 0
+1 if α ∈ {1, . . . ,r}
−1 if α ∈ {−1, . . . ,b j}
−2 if α ∈ {b j −1, . . . ,−(n− r)}

Then,g ∈ F(n,r) and from (7) and (8), it follows that

σg(w) ≥ ∑1≤l≤ j−1g(bl)+ (−1)+∑ j+1≤l≤n−r g(bl)
> ∑1≤l≤ j−1g(bl)+ (−2)+∑ j+1≤l≤n−r g(bl)
= ∑1≤l≤ j−1g(b′l)+ g(b′j)+∑ j+1≤l≤n−r g(bl)
≥ ∑1≤l≤ j−1g(b′l)+ (−2)+ (−2)(n− r− j)
= σg(w′)

which is again a contradiction. This complete the proof of
ii).�

From the previous proposition, it can be deduced that
the mapσ f is an order-preserving valuation onS(n,r) for
all f ∈ F(n,r). In particular, ifσ f is one-to-one, thenσ f is
also a linear extension ofS(n,r). In [19] Rota showed that
a valuation on a distributive lattice is uniquely determined
by the values that it takes on the join-irreducible elements
of the lattice. Therefore, in our case, this means that∑ f
is uniquely determined by the values that it takes on the
join-irreducible elements of the distributive latticeS(n,r).

Let nowxr, . . . ,x1,y1, . . . ,yn−r ben real variables that
satisfy the following inequalities:

xr ≥ ·· · ≥ x1 ≥ 0> y1 ≥ ·· · ≥ yn−r (9)

If w = ar . . .a1|b1 . . .bn−r ∈ S(n,r), we can set
∑(w) = xar + · · · + xa1 + yb1 + · · · + ybn−r . Then, from
Proposition 3.1, we can think the partial order⊑ on
S(n,r) as the natural order induced from the linear
systems inequalities (9) on the partial sum of the real
variables xr, . . . ,x1,y1, . . . ,yn−r. In other terms, if we
formally identify the signed partitionsw and w′

respectively with the indeterminate real partial sums
∑(w) and∑(w′), then the result of Proposition 3.1 allows
us to infer thatw ⊑ w′ if and only if the real inequality
∑(w) ≤ ∑(w′) holds. It can be deduced by using only the
inequalities in (9). Therefore, we can use a more

suggestive terminology and think the lattice(S(n,r),⊑)
as a lattice of indeterminate partial sums taken over the
indeterminate real variablesxr, . . . ,x1,y1, . . . ,yn−r which
satisfy (9).

We call (n,r)-system of size p a systemS of linear
inequalities having the following form:

S :



























xr ≥ ·· · ≥ x1 ≥ 0> y1 ≥ ·· · ≥ yn−r

∑(w1)≥ 0 (or < 0)
∑(w2)≥ 0 (or < 0)
· · ·
· · ·
∑(wp)≥ 0 (or < 0)

(10)

wherew1, . . . ,wp ∈ S(n,r). It is clear that the(n,r)-system
S can be uniquely identified with the Boolean partial map
AS ∈ (S(n,r) 2), with dom(A) = {w1, . . . ,ws}, defined
as

AS (w j) =

{

P if ∑(w j)≥ 0
N if ∑(w j)< 0

for j = 1, . . . , p. At this point, one can check that the
Boolean partial map AS is up-positive and
down-negative. Furthermore, when the inequality

xr + · · ·+ x1+ y1+ · · ·+ yn−r ≥ 0 (or < 0) (11)

appears in (10), it is said that it is a(n,r)-positively
weighted system (or a(n,r)-negatively weighted system).
Then, if the(n,r)-systemS is positively weighted, the
map AS is also complemented positive. Therefore, we
have two interesting families of BPM onS(n,r): the
family of the up-positive and down-negative BPM and its
sub-family of the complemented positive BPM (related to
the(n,r)- positively weighted systems).

The important point is that there are several open
combinatorial problems related to the links between the
properties of these types of Boolean maps and the
properties of the(n,r)-systems (see [4]).

4 The DFA op−A U T (X ,2)

In this section, we will study the possibility of
determining a computational model which allows us to
build total order-preserving complemented positive
Boolean maps through additions of single elements to
their domains. From Proposition 2.1, the subset of all the
total maps ofU D(X ,2) is exactlyOP(X ,2). We will
define a structure of deterministic finite automaton, which
will be denoted byop−AU T (X ,2).

The setS T 2(X) of the states ofop−A U T (X ,2)
is exactly U D(X ,2) by adding a new state EXIT.
Formally, S T 2(X) is the linear sum of the poset
U D(X ,2) and of1(=EXIT) (therefore EXIT is an isolate
element in this poset). However, the partial order on
S T 2(X) will be denoted again byE. The set of the final
states ofop−AU T (X ,2) is OP(X ,2).

c© 2015 NSP
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If X = {x1, · · · ,xm}, the setT R2(X) of the transitions
symbols ofop−AU T (X ,2) is {x1P,x1N · · · ,xmP,xmN}.

The initial stateℑ2,X is the empty partial map of
U D(X ,2), i.e., the Boolean map having empty domain,
which is also the minimum of the poset((X  2),E).

Before defining how the transition symbols act on the
automaton’s states, we fix some preliminary concepts. Let
w ∈ X be fixed, and letu1, · · · ,up,v1, · · · ,vq be the
elements of X such that {u1, · · · ,up} =↑ w,
{v1, · · ·vq}=↓ w.

Let ξ be an arbitrary Boolean value in2. The following
sequence of transition symbols

wξ [· · · ] =
{

u1P · · ·upP if ξ = P
v1N · · ·vqN if ξ = N (12)

is calledproduction of the transition symbol wξ , and it is
denoted bywξ [· · · ].

Let (A,ΩA) ∈ U D(X ,2) and letΩA = {w1, · · · ,ws}.
If A(wi) = ξi, (i = 1, · · · ,s), whereξi ∈ 2, we will identify
A with the sequencew1ξ1 · · ·wsξs and write

A ≡ w1ξ1 · · ·wsξs. (13)

When thinking ofA in the form (13), we will write A
instead of(A,ΩA).

We define now how the transition symbols act on the
states. Given a non-exit stateA ≡ w1ξ1 · · ·wsξs and a
transition symbolwξ , then:

s1)If w 6∈ {w1, · · · ,ws}, then wξ transforms the stateA
into the state

A′ ≡ w1ξ1 · · ·wsξswξ [· · · ]; (14)

s2)If w ∈ {w1, · · · ,ws} andw = wi, for somei = 1, · · · ,s,
then:
- if ξ 6= ξi, wξ sends the stateA into the exit state;
- if ξ = ξi, wξ sends the stateA into itself.

s3)Each transition symbolwξ sends the state exit into
itself.

In order to prove that the constructed automatonop−
A U T (X ,2) is well-defined, we need to prove that the
sequences of transition symbols in (14) define effectively
an up-down map onX , i.e., an element ofU D(X ,2). This
is established in the following result.
Theorem 4.1.Let (A,ΩA) be an up-down map onX , and
let w ∈ X \ ΩA. Let ξ ∈ 2 and suppose that
wξ [· · · ] = α1ξ · · ·αmξ is the production ofwξ . Let
ΩA[w] = ΩA ∪{α1, · · · ,αm} andAw : ΩA[w] → 2 defined
by

Aw(u) =

{

A(u) if u ∈ ΩA
ξ if u = αi (i = 1, · · · ,m).

Then the couple(Aw,ΩA[w]) is an up-down map onX .
Proof. Suppose at first thatξ =P. In this case, see (12), we
have{α1, · · · ,αm}= {u1, · · · ,up}, where{u1, · · · ,up}=↑
{w}, and hence

Aw(u) =

{

A(u) if u ∈ ΩA
P if u ∈ {u1, · · · ,up}.

(15)

Observe thatAw is well-defined. Indeed, ifui ∈ ΩA, for
some i = 1, · · · , p, then A(ui) = P (by contradiction, if
A(ui) = N from the hypothesisw ⊑ ui and from the fact
that A is down-negative, it follows thatw ∈ ΩA and that
A(w) = N, against the hypothesis thatw 6∈ ΩA).

Now we verify thatAw is up-positive. Letw1,w2 ∈ X
such that w1 ∈ ΩA[w], w1 ⊑ w2 and suppose that
Aw(w1) = P. Then, if w1 ∈ ΩA, we have that
A(w1) = Aw(w1) = P, and sinceA is up-positive we have
that w2 ∈ ΩA and Aw(w2) = A(w2) = P. Thus, we can
assume thatw1 ∈ {u1, · · ·up} \ΩA.

Since{u1, · · ·up}=↑w, andw1 ∈ {u1, · · ·up} andw1 ⊑
w2, it follows thatw2 ∈ {u1, · · ·up} and hencew2 ∈ ΩA[w]
andAw(w2) = P thanks to (15). This proves thatAw is up-
positive.

Let w1,w2 ∈ X be such thatw2 ∈ ΩA[w], w1 ⊑ w2 and
Aw(w2) = N. From (15), it follows thatw2 ∈ ΩA and that
A(w2) = Aw(w2) = N, and, sinceA is down-negative, it
follows that w1 ∈ ΩA and Aw(w1) = A(w1) = N. This
proves thatAw is down-negative.

The caseξ = N is similar.�
Hence, as proved, the ruless1), s2) and s3) define a

transition function

δ : S T 2(X)×T R2(X)→ S T 2(X).

In view of that, the automatonop−A U T (X ,2) is
formally given by

〈S T 2(X),T R2(X),ℑ2,X ,δ ,OP(X ,2)〉.

The following proposition shows the connection
betweenδ andE.

Proposition 4.1. Let (A,ΩA) and (B,ΩB) two non-exit
states ofop−A U T (X ,2) (i.e. two up-down maps on
X) and let wξ be a transition symbol such that
δ (A,wξ ) = B. Then(A,ΩA)E (B,ΩB).

Proof. SinceB is a non-exit state, it can coincide withA
or it can be of the form (14). In every case, it follows that
ΩA ⊆ ΩB and thatB|ΩA

= A, from which the assertion
follows.�

The preceding proposition asserts that the transition
function can move a stateA to a exit-state or to a stateB
that in the Hasse diagram ofU D(X ,2) is necessarily
aboveA.

5 The DFA wt −A U T (X ,2)

In this section,X will denote an arbitrary finite IP.
ConsiderW P(X ,2) as a sub-poset ofU D(X ,2). The
subset of all the total maps ofW P(X ,2) is exactly
W (X ,2). We define now a structure of deterministic finite
automaton which will be denoted bywt −AU T (X ,2).

The setwS T 2(X) of the states ofwt −AU T (X ,2)
is exactly W P(X ,2) by adding a new state EXIT.
Formally, as in the previous section,wS T 2(X) is the
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linear sum of the posetW P(X ,2) and of 1(=EXIT).
However, also in this case, the partial order on
wS T 2(X) will be denoted again byE. The set of the
final states ofwt −AU T (X ,2) is W (X ,2).

If X = {x1, · · · ,xm}, the set wT R2(X) of the
transitions symbols of wt − A U T (X ,2) is
{x1P,x1N · · · ,xmP,xmN}.

The initial statewℑ2,X is the empty partial map of
W P(X ,2), i.e., the Boolean map having empty domain,
which is also the minimum of the poset((X  2),E).

As in the previous case, we need to fix some
preliminary concepts. Letw ∈ X be fixed, and let
u1, · · · ,up,v1, · · · ,vq,z1, · · · ,zt be the elements ofX such
that {u1, · · · ,up} =↑ w, {v1, · · ·vq} =↓ w,
{z1, · · · ,zt}=↑ {vc

1, · · · ,v
c
q}.

Let ξ be an arbitrary Boolean value in2. The following
sequence of transition symbols

wξ [· · · ] =
{

u1P · · ·upP if ξ = P
v1N · · ·vqNz1P · · · ztP if ξ = N (16)

is calledproduction of the transition symbol wξ , and it is
denoted bywξ [· · · ].

Let (A,ΩA) ∈ W P(X ,2) as in (13), where
ΩA = {w1, · · · ,ws}. We define now how the transition
symbols act on the states. Given a non-exit state
A ≡ w1ξ1 · · ·wsξs and a transition symbolwξ , then:

wt1)If w 6∈ {w1, · · · ,ws} andw is not-complemented , then
wξ transforms the stateA into the state

A′ ≡ w1ξ1 · · ·wsξswξ [· · · ] (17)

wt2)If w 6∈ {w1, · · · ,ws} andw is complemented, thenwξ
transforms the stateA into the state

A′ ≡ w1ξ1 · · ·wsξswP[· · · ] (18)

if ξ = P, or into a exit-state ifξ = N.
wt3)If w ∈ {w1, · · · ,ws} andw = wi, for somei = 1, · · · ,s,

then:
- if ξ 6= ξi, wξ sends the stateA into a exit-state;
- if ξ = ξi, wξ sends the stateA into itself.

wt4)Each transition symbolwξ sends an exit-state into
itself.

In order to prove that this automaton
wt −AU T (X ,2) is well-defined, we need to prove that
the sequences of transition symbols in (17) define
effectively a WBPM onX , i.e., an element ofW P(X ,2).
This is established in the following theorem.

Theorem 5.1. Let (A,ΩA) be a WBPM onX and let
w ∈ X \ ΩA. Let ξ ∈ 2 and suppose that
wξ [· · · ] = α1ξ1 · · ·αmξm is the production ofwξ . Let
ΩA[w] = ΩA ∪{α1, · · · ,αm} andAw : ΩA[w] → 2 defined
by

Aw(u) =

{

A(u) if u ∈ ΩA
ξi if u = αi (i = 1, · · · ,m).

Then, if ξ = P or ξ = N andw is not-complemented, the
couple(Aw,ΩA[w]) is an WBPM onX .

Proof. First, suppose thatξ = P. In this case, see (16), we
have{α1, · · · ,αm}= {u1, · · · ,up}, where{u1, · · · ,up}=↑
{w}, and hence

Aw(u) =

{

A(u) if u ∈ ΩA
P if u ∈ {u1, · · · ,up}.

(19)

Observe that Aw is well-defined, up-positive and
down-negative by using the same argument of Theorem
4.1. Letu ∈ ΩA[w] be such thatAw(u) = N. From (19), it
follows thatu ∈ ΩA and thatA(u) = Aw(u) = N. SinceA
is a WBPM on X , it is also complemented positive.
Therefore,uc ∈ ΩA andAw(uc) = A(uc) = P. This proves
thatAw is complemented positive.

Hence, ifξ = P, the couple(Aw,ΩA[w]) is a WBPM
on X .

Now suppose thatw is not-complemented andξ = N.
In this case, from (16), it can be deduced that
{α1, · · · ,αm} = {v1, · · ·vq,z1, · · · ,zt}, where
{v1, · · · ,vq} =↓ w, and {z1, · · · ,zt} =↑ {vc

1, · · · ,v
c
q},.

Consequently,

Aw(u) =







A(u) if u ∈ ΩA
N if u ∈ {v1, · · ·vq}
P if u ∈ {z1, · · ·zt}.

(20)

At this point, we need to prove thatAw is well defined.
Observe that{z1 · · ·zt}∩{v1, · · ·vq}= /0. Indeed, suppose,
by contradiction, that for somej ∈ {1, · · · , t} and for
some i ∈ {1, · · ·q} we have that z j = vi. Since
{z1, · · · zt}=↑ {vc

1 · · · ,v
c
q}, there will exist ak ∈ {1, · · · ,q}

such thatvc
k ⊑ z j. Since{v1, · · · ,vq} =↓ w, thenvk ⊑ w;

sinceX is an IP, byI2) we have

wc ⊑ vc
k ⊑ z j = vi ⊑ w.

Hencew is complemented and this is a contradiction.
We need to prove now that ifvi ∈ ΩA, for some

i = 1, · · · ,q, then it will be A(vi) = N. Suppose by
contradiction thatvi ∈ ΩA and that A(vi) = P. Since
vi ⊑ w and A is up-positive, it follows thatw ∈ ΩA and
that A(w) = P, in contradiction with the hypothesis
w 6∈ ΩA.

Finally, we prove that ifz j ∈ ΩA, for somej = 1, · · · t,
then it will beA(z j) = P. If, by contradiction,z j ∈ ΩA and
A(z j) = N, as by the hypothesisA is complemented
positive, it follows thatzc

j ∈ ΩA andA(zc
j) = P. Now let

k ∈ {1, · · ·q} be such thatvc
k ⊑ z j . Sincevk ⊑ w andX is

an IP, it holds thatzc
j ⊑ vk ⊑ w. Then, we will have that

zc
j ∈ ΩA, A(zc

j) = P andzc
j ⊑ w; sinceA is up-positive, it

follows thatw ∈ ΩA andA(w) = P, against the hypothesis
w 6∈ ΩA. HenceAw is well defined.

From this point on, we will show thatAw is a WBPM
on X , i.e., that it is up-positive, down-negative and
complemented positive.

c© 2015 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.9, No. 3, 1139-1145 (2015) /www.naturalspublishing.com/Journals.asp 1145

Let w1,w2 ∈ X be such thatw1 ∈ ΩA[w], w1 ⊑ w2 and
suppose thatAw(w1) = P. If w1 ∈ ΩA, we can proceed as
in the caseξ = P. Then, suppose thatw1 ∈ {z1 · · · zt} and
w1 6∈ ΩA. Since {z1, · · · ,zt} =↑ {vc

1, · · · ,v
c
q} and

w1 ∈ {z1, · · · ,zt}, by the hypothesisw1 ⊑ w2, it follows
that w2 ∈↑ {vc

1, · · · ,v
c
q}, and hencew2 ∈ ΩA[w] and

Aw(w2) = P thanks to (20). This proves thatAw is
up-positive.

Let w1,w2 ∈ X be such thatw2 ∈ ΩA[w], w1 ⊑ w2 and
Aw(w2) = N. If w2 ∈ ΩA, then we can use the same
argument as in the caseξ = P. If w2 ∈ {v1, · · · ,vq} and
w2 6∈ ΩA, thanks to the equality{v1, · · · ,vq} =↓ w, and to
the hypothesisw1 ⊑ w2, it follows that w1 ∈ {v1, · · ·vq},
and hencew1 ∈ ΩA[w] and Aw(w1) = N thanks to (20).
This proves thatAw is down-negative

Finally, suppose thatu ∈ ΩA[w] is such that
Aw(u) = N. If u ∈ ΩA, we can use the same argument as
in the caseξ = P. If u ∈ {v1, · · · ,vq}, then u = vi for
some i ∈ {1, · · ·q}, and hence
uc = vc

i ∈ {z1, · · · ,zt} =↑ {vc
1, · · · ,v

c
q}. Therefore,

uc ∈ ΩA[w] andAw(uc) = P. This proves thatAw is also
complemented positive and the thesis follows.�

Hence, as proved, the ruleswt1) − wt4) define a
transition function

δ : wS T 2(X)×wT R2(X)→ wS T 2(X).

Therefore, the automatonw − A U T (X ,2) is
formally given by

〈wS T 2(X),wT R2(X),wℑ2,X ,δ ,W (X ,2)〉.

Proposition 5.1. Let (A,ΩA), and (B,ΩB) two non-exit
states ofwt −A U T (X ,2) (i.e. two WBPM maps onX)
and letwξ be a transition symbol such thatδ (A,wξ ) = B.
Then(A,ΩA)E (B,ΩB).

Proof. SinceB is a non-exit state, it can coincide withA
or it can be of the form (17) or of the form (18). In all
cases,ΩA ⊆ ΩB and that B|ΩA

= A, from which the
assertion follows.�

As in the previous section, the preceding proposition
asserts that the transition function can move a stateA to
anexit-state or to a stateB which in the Hasse diagram of
W P(X ,2) is necessarily aboveA.
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