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Abstract: In this paper, we prove the existence and uniqueness of solutions for a coupled system of fractional differential equations
with integral boundary conditions. Our analysis relies on ageneralized coupled fixed point theorem in the space of the continuous
functions defined on[0,1]. An example is also presented to illustrate the obtained results.
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1 Introduction

Fractional differential equations have recently been
studied by a lot of number of researchers due to the fact
that they are valuable tools in the mathematical modelling
of many phenomena appearing in the fields of physics,
chemistry, aerodynamics, electrodynamics of complex
medium, economics, control theory, signal and image
processing, etc... For detail see [1,2,3,4,5] and the
references therein.
Integral boundary conditions have various applications in
thermoelasticity, chemical engineering, population
dynamics, etc.. For a detailed description of the integral
boundary conditions we refer to the reader to some recent
papers [6,7,8,9,10].
Recently, in [7] the authors investigated the existence of
positive solutions for the following fractional boundary
value problem

{ cDαu(t)+ f (t,u(t)) = 0 , 0< t < 1
u(0) = u′′(0) = 0,u(1) = λ

∫ 1
0 u(s)ds ,

(1)

where 2< α < 3, 0 < λ < 2, cDα is the Caputo
fractional derivative andf : [0,1]× [0,∞) → [0,∞) under
certain assumptions. The main tool used in [7] is the well
known Guo-Krasnoselkii fixed point theorem. In [7], the
question of uniqueness of solutions is not studied.
In [9], the authors studied Problem (1) by using a fixed

point theorem in partially ordered metric spaces and they
obtained uniqueness of solutions for Problem (1). In this
paper, we study the existence and uniqueness of solutions
of the following coupled system of fractional differential
equations with integral boundary conditions















cDαu(t)+ f (t,u(t),v(t)) = 0 , 0< t < 1
cDαv(t)+ f (t,u(ρt),v(ρt)) = 0 , 0< t < 1
u(0) = u′′(0) = 0,u(1) = λ

∫ 1
0 u(s)ds ,

v(0) = v′′(0) = 0,v(1) = λ
∫ 1

0 v(s)ds ,

(2)

where 2< α < 3, 0< λ < 2, and 0< ρ < 1.
The study of a coupled system of fractional differential
equations is also very significant because this kind of
system can often occur in applications and problem in
connection with the real world. For more details, the
reader is referred to the paper [11,12,13,14].
The main tool in our study is a coupled fixes point
theorem for weakly contractive mappings, due to Rhoades
[15].

2 Preliminaries and basic facts

For the convenience of the reader, we present in this
section some notations and results which will be used in
the proofs of our results.
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Definition 1.The Caputo derivative of fractional order
α > 0 of a function f: [0,∞)→R is defined by

cDα f (t) =
1

Γ (n−α)

∫ t

0
(t − s)n−α−1 f n)(s)ds,

where n= [α] + 1 and [α] denotes the integer part ofα,
provided that the integral exists.

Definition 2.The Riemman-Liouville fractional integral of
orderα > 0 of a function f: (0,∞)→R is defined by

Iα f (t) =
1

Γ (α)

∫ t

0
(t − s)α−1 f (s)ds,

provided that such integral exists.

For more details, see [1,2,3]. The next theorem appears in
[7].

Theorem 1.[7] Let 2 < α < 3 and λ 6= 2. Suppose that
f ∈ C [0,1] then the unique solution of







cDαu(t)+ f (t) = 0 , 0< t < 1

u(0) = u′′(0) = 0,u(1) = λ
∫ 1

0
u(s)ds ,

is

u(t) =
∫ 1

0
G(t,s) f (s)ds,

where

G(t,s) =
1

(2−λ )Γ (α +1)































2t(1− s)α−1(α −λ +λ )
− (2−λ )α(t− s)α−1

,

if 0≤ s≤ t ≤ 1

2t(1− s)α−1(α −λ +λ ) ,
if 0≤ t ≤ s≤ 1.

Moreover, the Green’s function G(t,s) satisfies

(i) G(t,s)> 0 for any t,s∈ (0,1) if and only ifλ ∈ [0,2).
(ii) G(t,s)≤ 2

(2−λ )Γ (α) for any t,s∈ [0,1] andλ ∈ [0,2).

(iii) G(t,s) is continuous function on[0,1]× [0,1], for 2<

α < 3 andλ 6= 2.

The following fixed point theorem which appears in [15]
will be a crucial tool in our study.

Theorem 2.[15] Let (X,d) be a complete metric space
and T: X → X a mapping satisfying

d(Tx,Ty)≤ d(x,y)−ϕ(d(x,y)) , for any x,y∈ X ,

whereϕ : [0,∞)→ [0,∞) is nondecreasing andϕ(t) = 0 if
and only if t= 0.
Then T has a unique fixed point.

Remark.In [15], the condition about the continuity ofϕ
is considered, but it is easily seen that such condition is
superfluous [9].

Remark.In the sequel, we will denote byA the class of
functionsϕ : [0,∞) → [0,∞) which is nondecreasing and
satisfiesϕ(t) = 0 if and only if t = 0.

3 Main results

The solutions of Problem (2) are in the spaceC [0,1] of the
continuous functions defined on[0,1] and with real values.
In this space we consider the classical distance given by

d(x,y) = sup{|x(t)− y(t)| : t ∈ [0,1]} ,

and it is a known fact that(C [0,1],d) is a complete
metric space.
Next, we considerϕ : [0,1] → [0,1], where ϕ is a
continuous function.
For x ∈ C [0,1], we denote by ˜x the function ˜x = x(ϕ(t))
for t ∈ [0,1]. It is clear that ˜x∈ C [0,1].

Definition 3.An element(x,y) ∈ C [0,1]×C [0,1] is said
to be aϕ-coupled fixed point of a mapping G: C [0,1]×
C [0,1]→ C [0,1] if G(x,y) = x and G(x̃, ỹ) = y.

For our study, we need to introduce the class of functions
B defined by those functionsφ : [0,∞) → [0,∞) which
are nondecreasing and such thatI − φ ∈ A , where I
denotes the identity mapping on[0,∞) andA is the class
of function defined in Remark2.
The next theorem is very important in our study.

Theorem 3.Let G: C [0,1] × C [0,1] → C [0,1] be a
mapping satisfying

d(G(x1,y1),G(x2,y2))≤ φ(max(d(x1,x2),d(y1,y2))) ,
(3)

for any x1,x2,y1,y2 ∈ C [0,1], whereφ ∈ B.
Then G has a uniqueϕ-coupled fixed point, where
ϕ : [0,1]→ [0,1] is a continuous function.

Proof.Consider the Cartesian productC [0,1] × C [0,1]
endowed with the distance

d̃((x1,y1),(x2,y2)) = max(d(x1,x2),d(y1,y2)) .

It is easily seen that(C [0,1]×C [0,1], d̃) is a complete
metric space.
Now, we consider the mapping
G̃: C [0,1]×C [0,1]→ C [0,1]×C [0,1] defined by

G̃(x,y) = (G(x,y),G(x̃, ỹ)) ,

for any (x,y) ∈ C [0,1]×C [0,1] . Next, we check that̃G
satisfies assumptions of Theorem2 in the complete metric
spaceC [0,1]×C [0,1].
In fact, taking into account (3), for any
x1,x2,y1,y2 ∈ C [0,1] we have

d̃(G̃(x1,y1),G̃(x2,y2))

= d̃((G(x1,y1),G(x̃1, ỹ1)),(G(x2,y2),G(x̃2, ỹ2))

= max
[

d(G(x1,y1),G(x2,y2)),d(G(x̃1, ỹ1),G(x̃2, ỹ2))
]

≤ max
[

φ(max(d(x1,x2),d(y1,y2))),

φ(max(d(x̃1, x̃2),d(ỹ1, ỹ2)))
]

.
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Taking into account that

d(x̃1, x̃2) = sup{|x̃1(t)− x̃2(t)| : t ∈ [0,1]}
= sup{|x1(ϕ(t))− x2(ϕ(t))| : t ∈ [0,1]}
≤ d(x1,x2)

and, analogously,d(ỹ1, ỹ2) ≤ d(y1,y2). Since φ is
nondecreasing it follows

d̃(G̃(x1,y1),G̃(x2,y2))≤ φ(max(d(x1,x2),d(y1,y2)))

= φ(d̃((x1,y1),(x2,y2)))

= d̃((x1,y1),(x2,y2))− (d̃((x1,y1),(x2,y2))

−φ(d̃((x1,y1),(x2,y2))) .

Finally, since φ ∈ B and, therefore,I − φ ∈ A , G̃
satisfies the contractive condition appearing in
Theorem2. Therefore, by Theorem2, there exist a unique
(x0,y0) ∈ C [0,1]×C [0,1] such thatG̃(x0,y0) = (x0,y0).
This means that

G(x0,y0) = x0

G(x̃0, ỹ0) = y0 ,

or, equivalently,(x0,y0) is aϕ-coupled fixed point ofG.
this complete the proof.

Problem (2) will be studied under the following
assumptions

H12< α < 3,0< λ < 2 and 0< ρ < 1.
H2f ∈ C ([0,1]×R×R,R).
H3f satisfies

| f (t,x,y)− f (t,u,v)| ≤ γφ(max(|x−u|, |y− v|)) ,

for anyt ∈ [0,1] and x,u,y,v ∈ R, where

0< γ ≤ (2−λ )Γ (α)
2 andφ ∈ B.

Theorem 4.Under assumptions H1-H3, Problem(2) has a
unique solution inC [0,1]×C [0,1].

Proof.In C [0,1]×C [0,1] we define the operatorH by

H(x,y) =
∫ 1

0
G(t,s) f (s,x(s),y(s))ds,

for any (x,y) ∈ C [0,1]× C [0,1] and t ∈ [0,1], where
G(t,s) is the Green’s function considered in Theorem1.
By Theorem1 and H2, for any(x,y) ∈ C [0,1]×C [0,1]
we haveH(x,y) ∈ C [0,1].
Notice that, in virtue of Theorem1, a solution
(x,y) ∈ C [0,1]×C [0,1] of Problem (1) is a ϕ-coupled
fixed point of the function

H : C [0,1]×C [0,1]→ C [0,1] ,

whereϕ : [0,1]→ [0,1] is the continuous function defined
by ϕ(t) = ρt.
In the sequel, we will prove thatH satisfies assumption of

Theorem3.
In fact, taking into account our assumptions H1-H3, for
x1,y1,x2,y2 ∈ C [0,1] andt ∈ [0,1], we have

d(H(x1,y1),H(x2,y2)) = sup{|H(x1,y1)(t)−H(x2,y2)(t)|}

= sup{|
∫ 1

0
G(t,s) f (s,x1(s),y1(s))ds

−
∫ 1

0
G(t,s) f (s,x2(s),y2(s))ds|}

≤ sup{
∫ 1

0
G(t,s)| f (s,x1(s),y1(s))ds− f (s,x2(s),y2(s))ds|}

≤ sup{
∫ 1

0
G(t,s)γφ(max(|x1(s)− x2(s)|, |y1(s)− y2(s)|))ds}

≤ sup{
∫ 1

0
G(t,s)γφ(max(d(x1,x2),d(y1,y2)))ds}

≤ γφ(max(d(x1,x2),d(y1,y2)))sup{
∫ 1

0
G(t,s)ds}

≤ γφ(max(d(x1,x2),d(y1,y2))) ·
2

(2−λ )Γ (α)

≤ φ(max(d(x1,x2),d(y1,y2))) ,

where we have used the facts thatφ is nondecreasing and
0< γ ≤ (2−λ )Γ (α)

2 .
Therefore,H satisfies assumptions of Theorem3 and,
consequently,H has a uniqueϕ-coupled fixed point.
Thus, the proof is complete.

4 Example

Finally, we present an example illustrating our results.

Example 1.Consider the following coupled system of
fractional differential equations with integral boundary
conditions























































cDαu(t)+
√

t +
µ |u(t)|

1+ |u(t)|+
β |v(t)|

1+ |v(t)| = 0 ,

cDαv(t)+
√

t +
µ |u(1

3t)|
1+ |u(1

3t)|
+

β |v(1
3t)|

1+ |v(1
3t)|

= 0 ,

u(0) = u′′(0) = 0,u(1) =
sin1

1− cos1

∫ 1

0
u(s)ds ,

v(0) = v′′(0) = 0,v(1) =
sin1

1− cos1

∫ 1

0
v(s)ds ,

(4)

where 2< α < 3, 0 < t < 1, and µ ,β are positive
constants.
In this case, f (t,u,v) =

√
t + µ|u(t)|

1+|u(t)| + β |v(t)|
1+|v(t)| ,

0< λ = sin1
1−cos1≃ 1.83048< 2 and 0< ρ = 1

3 < 1.
It is clear that f ∈ C ([0,1]×R×R,R). Moreover, for
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t ∈ [0,1] andx,y,u,v∈ R, we have

| f (t,x,y)− f (t,u,v)|

= | µ |x|
1+ |x|+

β |y|
1+ |y| −

µ |u|
1+ |u| −

β |v|
1+ |v| |

≤ µ | |x|
1+ |x| −

|u|
1+ |u| |+β | |y|

1+ |y| −
|v|

1+ |v| |

≤ µ
|x−u|

(1+ |x|)(1+ |u|) +β
|y− v|

(1+ |y|)(1+ |v|)

≤ µ
|x−u|

1+ |x−u|+β
|y− v|

1+ |y− v|

≤ 2max(
µ |x−u|

1+ |x−u| ,
β |y− v|

1+ |y− v|)

≤ 2max(µ ,β )max(
|x−u|

1+ |x−u|,
|y− v|

1+ |y− v|)

= 2max(µ ,β )max(φ(|x−u|),φ(|y− v|))
= 2max(µ ,β )φ(max(|x−u|, |y− v|)) ,

whereφ : [0,∞]→ [0,∞] is given byφ(t) = t
1+t .

It is easily checked thatφ ∈ B. Moreover, in the last
equality, we have used the fact that
φ(max(t,s)) = max(φ(t),φ(s)) for t,x∈ [0,∞) whenφ is
nondecreasing.
Therefore, if

2max(µ ,β )≤ (2−λ )
Γ (α)

2

= (2− sin1
1− cos1

)
Γ (α)

2
≃ 0.08475Γ (α) ,

then, in virtue of Theorem4, Problem (2) has a unique
solution(u,v) ∈ C ([0,1]×C ([0,1].
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