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Abstract: In the present work, some efforts have been made to searcffieofiee rotation patterns in estimation of precision of
population mean of study variable on current occasion ind@acasion successive sampling. Information on an auyilclaracter,
which is readily available on previous and current occadi@s been used along with the information on study char&cterthe first
and second occasion. Exponential ratio and regressiorestpaators have been proposed, and their behaviors areredr@®ptimum
replacement strategy relevant to the proposed estimatmregure has been discussed. Theoretical and empiricdtsdémve been
interpreted to justify the efficiency of the proposed estorm Proposed estimators have been compared with nastiadagors and
suitable recommendations have been made.
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1 Introduction

If a survey is carried out on a certain point of time (occajitiren it provides information about the characteristiche
surveyed population for the given point of time (occasi&uit, Information on the characteristics and nature of cleahg
characteristics of the population are unable to observedifferent point of time (occasions), when the charactetam
study of a finite population changes over time. To detect amgtdve such situations, successive (rotation) sampling
is very much helpful and useful to generate reliable esénodtpopulation parameters such as mean, variance, etc. on
different occasions.

Concept of optimal estimation for sampling units on sudeessccasions with partial replacement had been initiated
by JessonT]. Further, the methods on successive (rotation) sampliag extended by Patterso8l,[Rao and Graham
[9], Gupta ], Das [3], Chaturvedi and Tripathig] and among others. Set]] [12] applied this theory with success in
designing the estimators of population mean on the curm#sion using information on two or more auxiliary variable
which were readily available on previous occasion. Singth. 3], Singh and Singhd1] made an efficient use of auxiliary
variable on current occasion and subsequently Siaghegxtended this methodology for h-occasion successive kagnp
in estimation of current population mean in two-occasiotcegsive sampling. Feng and Zd) §nd Biradar and Singh
[1] used the auxiliary information on both the occasions fdmeating the current population mean in two-occasion
successive sampling.

In many situations, information on an auxiliary variableyne readily available on the first as well as on the second
occasion, such as, tonnage (or seat capacity) of each gehicthip is known in survey sampling of transportation.
Utilizing the auxiliary information on both the occasiorSingh [L4], Singh and Priyankalfg] [19], Singh and
Vishwakarma 22], Singh and Prasadlf] and Singhet al. [17], Singhet al. [15] and Singh and Sharm&(] have
proposed several estimators of population mean on curssb(d) occasion in two-occasion successive sampling.
Motivated with the above works, the objective of the pregamer is to propose more effective and relevant estimafors o
current population mean in two-occasion successive {ooiasampling. The behaviors of the proposed estimators are
examined through empirical means of comparison. Conselyusuitable recommendations have been made.

* Corresponding author e-ma#dksharma.ism@gmail.com

(@© 2015 NSP
Natural Sciences Publishing Cor.


http://dx.doi.org/10.12785/jsap/040113

128 NS 2 G. N. Singh, A. K. Sharma: Search of Some Effective RotatiattdPns in Estimation of...

2 Desription of Notation

LetU = (U1,U,,...,UyN) be the finite population di units, which has been sampled over two occasions. The dearac
under study is denoted b¥(y) on the first (second) occasion respectively. It is assumatdiformation on an auxiliary
variablez whose population mean is known and stable over occasiorsily available on both the occasions. Also,
z is positively correlated tx andy on first and second occasions respectively. Let a simpleorarghmple (without
replacement}, of sizen be selected on the first occasion. A random sub-saspte s, of m= nA units is retained
(matched) for its use on the second occasion, while a freaplsirandom sample (without replacemest)of size
u= (n—m) = nu are drawn on the second occasion from the entire populatichat the sample size on the second
occasion i1 as well. Hered andu (A + p = 1) are the fractions of matched and fresh samples respectivelye current
occasion. The values df and 1 should be chosen optimally. The following notations haverbeonsidered for their
further use.

X, Y : The population means of the study variabtesdy respectively.

Z : Population mean of the auxiliary variatkde

Yus Yms Xms Xn» Zu, Zms Zn - The sample means of the respective variables based onrtimessizes shown in suffices.

Pyx: Pyz, Pxz - The correlation coefficients between the variables shovsubscripts.

<, S\f S : The population variances of the variabley andz respectively.

3 Formulation of Estimators

To estimate the population me¥ron the current occasion, we suggest two sets of estimatarsevanctional structures
are exponential and regression types in their nature. $&tstf estimatorsTq,, To,) are based on the fresh sampleand
the second set of estimatorg g, Tom) are based on the matched samgple The two sets of suggested estimators based

ons, andsy are presented below:
_(Z+k Z-7
Tw=WYu (m) exP(m) (1)

wherek may be some known population parameters of auxiliary végialsuch as coefficient of variation, standard
deviation(o), coefficient of skewneg$3;) and coefficient of kurtosi§3,) etc.

Tou = [Yu+ byz (U) (Z— Z)] )
Tan = Fin- bye(m) (%o — %) (%) exp (i—z) @3)

d _ _
i (22 o (S0 p (25 o

whereby, (u) andbyy (m) are the sample regression coefficients between the vasiabtavn in suffices and based on
the sample sizes shown in braces.

Considering the convex linear combinations of the two seestimatorsT,(i = 1,2) andTjm(j = 1,2), we have the
final estimators o¥ on the current occasion as

Tij = ¢ijTiu+ (1= ¢ij) Tjm; (1, ] = 1,2) (5)
whereg;j(0 < ¢i; < 1)(i, ] = 1,2) are the unknown constants to be determined under certéémiori.

Remark 3.1: For estimating the mean on each occasion the estim&tdrs= 1,2) are suitable, which implies that
more belief onTj, could be shown by choosirfy; (i = 1,2) as 1 (or close to 1), while for estimating the change from one
occasion to the next, the estimatdis(j = 1,2) could be more useful s¢;(j = 1,2) might be chosen as 0 (or close to
0). For asserting both the problems simultaneously, thalskei (optimum) choices afi; (i, j = 1,2) are required.
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4 Properties of the Proposed Estimatordj;(i, j = 1,2)

SinceTiy and Tjm(i, j = 1,2) are exponential and linear regression type estimators lagddre biased for population
meanY. Therefore, the final estimatofigi (i, j = 1,2) defined in equations) are also biased estimatorsYof The bias
B(.) and mean square errdv(.) of the estimatordj;(i, j = 1,2) are derived up to first order approximations under the
large sample assumptions and using the following transitions:

Yo=Y(1+e1), Ym=Y(1+), Xn=X(1+63), o = X(1+€1), Z = Z(1+€5), Zn = Z(1+65), Zn = Z(1+ &),
Sz=Sz(l+6eg), & =(1+e), Sx=Sx(1+en), =S (1+e1) such thaE(g) =0andle| < 1,Vi=1,2,...,11.
Under the above transformations the estimalarandTjm(i, j = 1, 2) take the following forms:
— o 1 1\t
Tw=Y(1+e)(1+ges) "exp | —e5| &+ 565 (6)
Tou = [Y(1+ 1) — ZByes(1+es) (1+€9) '] (7)
vi vi -1 -1 1 1\
Tim= [Y(14 &)+ XByx(1+e1)(1+ew1) *(es—e3)] (14 ges) ‘exp —58 (1458 (8)
and _ i
— 1 1 -t » 1 1 \*!
Tom=Y(1+e&)exp §(e4—e3) 1+§(e4+e3) (14+9es) “exp — 5 1+§ee 9)
whereg = z%k

Thus, we have the expressions of bias and mean square etheredtimator3;i; (i, j = 1, 2) in the following theorems.

Theorem 4.1Bias of the estimator§ (i, j = 1,2) up to the first order of approximations are derived as

B(Tij) = ¢1B(Tiu) + (1 — ¢ij)B(Tjm); (i, j = 1,2) (10)

where
B(Tlu):Y_<%_%> ngJr%gng) —<g+%> pyz}Ci (11)
i )5 ) @

(39
Peedeim) e
)(f3-8)- o))

(3-G36 Do)

whereprs = E [(x — X)" (yj —Y)°(z — 2)'] ; (r,s,t) > 0 are integers.
Proof : The bias of the estimatoi; (i, j = 1,2) are given by

B(Tij) =E(Tij —Y) = ¢ijiE(Tiu—Y) + (1 - ¢ij)) E(Tjm—Y) (15)

= 0ijB(Tiu) + (1 — ¢i})B(Tjm); (i, ] = 1,2). (16)
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whereB(Tiy) = E(Tu—Y), B(Tim) = E(Tjm—Y); (i,j = 1,2).

Substituting the expressions of form equatio$ {0 (9) into the equation X6), expanding binomially and
exponentially, taking expectations and retaining thengeup to the first order approximations, we have the expressio
the bias of the estimatof; (i, j = 1,2) as shown in equatiori().

Theorem 4.2.Mean square errors of the estimat@igi, j = 1,2) up to the first order approximations are derived as
M(Tij) = @GM(Tiw) + (L= @7)°M (Tjm) + 261 (1 — ¢i)C(Tiu, Tym); (i, ] = 1,2) (17)
where
M(Ty) = =S P 2—2 41 s (18)
W=lu"N 973 9+ 3 ) Pr
1 1
M(T) = (G- ) A-PBS (19

1
n

[ (3-4) (o (o02) (o Do) (33 ol Yo )] 8 e
o[ (34) (o o02) (o) (3 ) (0o
S et e

C (Tau, Tam) = C(Tau, Tom) = — % (1-pR)s (23)

Proof: The mean square error of the estimaffysi, j = 1,2) are given by

C (TlmTlm) =C (le T2m) = - N

M(Tij) = E[Tij = Y)? = E[$ij(Tu—Y) + (1 — ¢i)) (Tjm— Y)]? (24)

:¢i2jM(-|-iU)+(1—¢ij)2 (Tim) +2¢i; (1 — ¢ij)C(Tiu, Tim); (i, | = 1,2). (25)
whereM (Tiy) = E[Tiu— Y2, M(Tjm) = E[Tjm — Y] andC(Tiu, Tym) = E[(Tu—Y)(Tjm=Y)J; (i, = 1,2).

Substituting the expressions &f, and Tjm(i, j = 1,2) from equations ) to (9) into the equation25), expanding
binomially and exponentially, taking expectations, andireng the terms up to the first order approximations, weshav
the expression of the mean square error of the estim&tdisj = 1,2) as shown in equatiori{).

Remark 4.1: The above results are derived under the assumption thab#féatent of variations ok, y andz are
approximately equal, which has been considered by Feng andal.

5 Minimum Mean Square Errors of the Estimators Tjj(i, j = 1,2)

Since the mean square errors of the estimdfig(s j = 1, 2) in equation 17) are functions of unknown constanig (i, j =
1,2), therefore, they are minimized with respectfp and subsequently the optimum valuespgfare obtained as
Briior — M (Tjm) — C(Tiy, Tjm)
100 = M (Ti) + M(Tym) — 2C(Tus Tym)

Now substituting the values dfjon) in equation 17), we have the optimum mean square errors of the estimators
Tij(i,j =1,2)as

L M) M (T~ [T Tl
M) 8) = T+ M) —2C T Ty

=1,2) (27)
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Further, substituting the values from equatiod$) (- (23) in equations 26) and @7), the simplified values of
Bijopt) (I, ] = 1,2) andM(Tij) op) (i, ] = 1,2) are obtained as

e %ﬁgjﬂ (28)

b1200pt) = % (29)

Panom) = (LlAzfiA—l()A;)ﬁ;iLizﬂllu%l] (30)
Praem = [A1+F/§f£@;:>ﬁizu—zﬂlou§2] (31)
M (Tig) o = 2 TA/?T@QT“Q %2 (32)
o - E L
M~ G s s ¥ -
e om) = [Az[—Akl(GAr —17/‘:22)211_22A —18:122:]11222] ' %2 (35)

whereAs =1+ (9+3)° = 2(9+3) Pz A2 = 1- 0% As = 2(0+ 3) Pz — P As = (0+3) Pre— e+ 5. As =
(1—F)AZ, Ag = AaAg, A7 = fAg, Ag = A1A4, Ao = A1+ (A — A1), Arr = (A — A1) — Ag, Az = (1— f)ArAp, Az =
AoAg + F2(AA; — A2), Arg = TAAs+ F2(A1A2 — A2), Ais = f(Ax — A1) — As, At = F2(A1AL — Ad) + AsAy, A7 =
f2(A Ay — Ad) + TAA, T = N> andpj = 2(i, j = 1,2) are the fractions of fresh sample drawn at the current (s§con
occasion.

6 Optimum Replacement Strategies of the Estimator3j; (i, j = 1,2)

To determine the optimum values gfi (i, j = 1,2) (fraction of samples to be drawn afresh at the second oatesicthat
population meary may be estimated with maximum precision and minimum costmivemize mean square errors of
Tij (i, ] = 1,2) given in equations32)-(35) respectively with respect taij, which result in quadratic equationsjiy and
respective solutions qgfjj say [l (i, ] = 1,2f are given below:

Qupf1+2Qop11— Qs =0 (36)
R —Qo+/QZ+Q1Qs
f11= o (37)
PuuZ,+2Popi2— Ps=0 (38)
Pt /PZ+PiPs
Hiz = P (39)
Rupigy + 2R o1+ Rs = 0 (40)
(@© 2015 NSP
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—R —-R
>+ /RE—RiRs 41)

flo1 = R
S5+ 2Soko2+ S5 =0 (42)
A ~$+4/$S-SSs

oo = s (43)

whereQ1 = AzAs, Q2 = A1A7 + AzAs, Q3 = A1As, PL = AuAg, Po = AtAg+ AsAs, Ps = A1Ag, R = AoA1a— AroAia+
A11A13, Ro = A11A10 — AoAgs, Rs = AoAro+ AoA13 — A1oAro, St = AoAr7— A1pAa7+ArsAre, S = ArsAro — AcAy7, S =
AoA1+ AAre — AroAr2.

From equations37), (39), (41) and @3), it is clear that the real values fifj (i, j = 1,2) exist, iff, the quantities under
square roots are greater than or equal to zero. For any caiitis ofpx, andpy, WhICh satisfy the conditions of real
solutions, two real values diij are possible. Hence, while choosing the valuegigf it should be remembered that
0 < [iij < 1, all others values ofi; are inadmissible. If both the values g are admissible, lowest one will be the best
choice as it reduces the cost of the surveys. Substitutegdmissible values gii; say (i, j = 1,2) from equations
(37), (39), (41) and @3) into equatlons$2) (33), (34) and @5) respectively, we have the optlmum values of mean square

errors of the estimatorg; (i, j = 1,2), which are shown below:
. s rAeu A §
M Tlow =y a7l )
. |As+ A, - Aopif] §
M(T12) (opt) = [Ac+Asl  n (49)
M(Tor)", o = [As2+ Aaatizy — Avaz?] 32 (46)
)™ (A + (Aro— Ag) 3y — Arapiz?]
M(Toa)". o = [Ass+ Aazhizy — Avsi33] 32 (47)
P ™ [Ag+ (Aro— Ag) 3, — Arokiz3] 1

7 Efficiency Comparison

The percent relative efficiencies of the estimaffy§, j = 1, 2) with respect to (i) sample mean estimagarwhen there

is no matching (i) natural successive sampling estiméter ¢ *y, + (1 — ¢*)y},, when there is no auxiliary information
is used on any occasion, whejig = ym+ byx(Xn — Xm), have been obtained for different choicespgf andpy,. Sincey,

aLnd? are unbiased estimatorsof therefore, following Sukhatmet al. [24], the variance of/, and optimum variance of
Y are respectively given as

Vo= (5-y) S (49)
V(Y)opt = [1+,/1 pyzx}zi;—%z (49)

For f = 0.1 and different choices @fx andpy,, Tables 1 - 4 present the optimum valuegqfi, j = 1,2) and percent

relative efficiencieds;j and Ej of Tij (i, j = 1,2) (under their respective optimality conditions) with respi® y, andY,
respectively, where

. V(w) X __ V(Y)opt
Bij = i, o 100 andEj = g2 x 1005 (i, j = 1.2).

(@© 2015 NSP
Natural Sciences Publishing Cor.



J. Stat. Appl. Pro4, No. 1, 127-138 (2015)www.naturalspublishing.com/Journals.asp

N <SS 2 133

Table 1: Optimum values ofi;1 and percent relative efficiencies of the estimatarwith respect toyy : andY.

Pl | Pzl [9— | 02 04 | 06 08

01 | 0.7 | i, | 0.4801| 0.4761| 0.4757| 0.4775

Ei; | 187.45| 172.21| 141.23| 109.21

E;, | 186.93| 171.73| 140.84| 108.91

08 | 1, | 0.4696| 0.4614 | 0.4608| 0.4649

Eip | 252.14 | 247.31| 203.05| 151.25

E:, | 251.43| 246.62 | 202.48| 150.83

09 | W, | 0.4491| 0.4271| 0.4259| 0.4385

Ei; | 386.18| 442.36 | 364.32| 247.18

E;, | 385.11| 441.12| 363.31 | 246.492

03 | 0.7 | pj, | 0.4580| 0.4476 | 0.4450| 0.4475

Ey; | 177.96| 160.87 | 131.24| 101.69

E:r, | 173.41| 156.76 | 127.88| 100.00

08 | {;, | 0.4366| 0.4189 | 0.4158| 0.4220

Ei; | 232.74| 222.42| 181.43| 136.02

Ei, | 226.78| 216.73| 176.78| 132.53

09 | 11, | 0.3999| 0.3628 | 0.3589| 0.3762

Ei; | 340.16 | 370.62 | 302.58 | 209.24

E;, | 331.45| 361.13| 294.84| 203.88

05 | 0.7 | {j, | 0.4519] 0.4347 | 0.4287| 0.4299
Ey; | 175.36 | 155.82| 125.97 | **
E;, | 162.37| 144.22| 11659 *

08 | 1, | 0.4245] 0.3989 | 0.3923| 0.3976

Ei; | 225.68| 210.90 | 170.27 | 127.47

E:, | 208.88| 195.20 | 157.60| 117.98

09 | {;, | 0.3804| 0.3348| 0.3275| 0.3442

Eip | 322.25| 339.95| 274.25| 190.13

E:, | 298.27 | 314.65| 253.84| 175.98

0.7 | 0.7 | wj, | 0.4594| 0.4331| 0.4219| 0.4204
Ei; | 17856 | 155.20 | 123.79|  **
E:, | 150.20| 130.55| 104.13| **

08 | {;, | 0.4274] 0.3923 | 0.3806| 0.3835

Ey; | 227.37| 207.09 | 164.78| 122.57

E;, | 191.26| 174.20| 138.61| 103.11

09 | f;, | 0.3781] 0.3231| 0.3113| 0.3259

Ei; | 320.15| 327.23| 259.78| 179.27

Ei, | 269.31| 275.26 | 218.52| 150.80

Table 2: Optimum values ofi1, and percent relative efficiencies of the estimatgrwith respect t(yn_and?.

o) | Pzt g~ | 02 0.4 0.6 0.8
01 | 0.7 | Wi, | 0.3997 | 0.3914 | 0.3936 | 0.4017
Eip | 153.34| 138.96| 114.78 | **
Ej, | 152.92| 138,58 | 114.47| **
0.8 | H;, | 0.3692 0.3533] 0.3554 | 0.3679
Eip | 193.94 | 184.93| 153.05| 117.20
Ej, | 193.40| 184.41| 152.62 | 116.87
0.9 | p;, | 0.3230| 0.2890 | 0.2906 | 0.3140
Eip | 270.28 | 290.58 | 241.50 | 172.33
Ei, | 269.53| 289.78| 240.83 | 171.85
continue....
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Pl | Pzl [g— ]| 02 | 04 | 06 | 08
3 7 | Wi, | 04229 0.4110| 0.4098 | 0.4149
Eip | 163.03| 146.54| 119.92| **
E;, | 158.86| 142.79| 116.85| **
08 | 1, | 0.3934] 0.3736| 0.3722| 0.3817
E1p | 207.70| 196.44 | 160.86 | 121.96
E;, | 202.39| 191.41| 156.75| 118.84
09 | i, | 0.3476| 0.3090 | 0.3072 | 0.3279
E1p | 292.39| 312.04| 256.14| 180.49
E;, | 284.90| 304.05| 249.58 | 175.87
05 | 0.7 | pi, | 0.4519 0.4347 | 0.4287 | 0.4299
Eip | 175.36| 155.82| 125.97| **
E;, | 162.31| 144.22| 116.60| **
08 | U, | 0.4245] 0.3989 | 0.3923| 0.3976
E1, | 225.68| 210.90| 170.27 | 127.47
E;, | 208.88| 195.20| 157.60| 117.98
09 | 1, | 0.3804| 0.3348| 0.3275 | 0.3442
E1, | 322.25| 339.95| 274.25| 190.13
E;, | 298.27 | 314.65| 253.84| 175.98
07 | 0.7 | Hj, | 0.4906| 0.4647 | 0.4514 | 0.4471
E1p | 191.97| 167.65| 167.65| 101.60
E;, | 161.49| 141.03| 112.12| *
08 | 1, | 0.4675| 0.4319| 0.4169 | 0.4162
E1» | 250.90 | 230.00| 181.95| 133.97
Ej, | 211.05| 193.47 | 153.05| 112.70
09 | 1, | 0.4282] 0.3702| 0.3534| 0.3638
E1, | 366.54| 378.74| 297.60 | 201.80
E;, | 308.33| 318.59 | 250.34| 169.75

Table 3: Optimum values ofip1 and percent relative efficiencies of the estimatarwith respect toyy : andY.
Pl | Pzl [g— | 02 0.4 0.6 0.8

0.1 0.7 | py; | 0.4801| 0.3067 * *
Epx1 | 187.45| 177.39 i *
Ej; | 186.93| 176.90 ** **

08 | W, | 04195| 04219 0.1709| *
Ep; | 255.27 | 250.42| 218.79| **
Ej | 254.56| 249.72| 218.18| **
09 | I, | 0.2533| 0.4271| 0.2907| %
Ep; | 415.62| 442.36| 394.56 | **
Ej | 414.46| 441.12| 393.46| **
03 | 0.7 | p, | 04580 0.3690 | 0.1933| *
Ep; | 177.96| 166.31| 144.66| **
Ej | 173.41| 162.05| 140.96| **
08 | 1, | 04126 0.4002| 0.2783| 0.1015
E»; | 235.72| 225.30| 199.15| 161.14
E;, | 229.69| 219.54| 194.05| 157.02
09 | 1, | 0.3004| 0.3628| 0.2902 | 0.1489
E»; | 369.77| 370.62| 330.03| 263.60
E;, | 360.31| 361.13| 321.59 | 256.86
05 | 0.7 | pj, | 04519 0.3716 | 0.2333 | 0.0709
Es; | 175.36| 161.19| 140.04| 114.10
Ej | 162.31] 149.19| 129.62| 105.61
08 | 1, | 0.4044| 0.3841| 0.2857 | 0.1533
Es; | 228.59 | 213.64| 187.62| 154.67
Ej | 211.58| 197.74| 173.65| 143.16
09 | W, | 0.2980| 0.3348| 0.2733| 0.1680
Ep; | 350.95| 339.95| 299.62 | 243.96
Ej | 324.83| 314.65| 277.32| 225.80

continue....
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Pl Pzl g—] 02 | 04 | 06 | 08
07 | 0.7 | 15, | 04594 | 0.3715| 0.2434 | 0.1030
E;; | 178.56 | 160.56 | 137.97 | 112.86
Ej | 150.20| 135.06| 116.06| **
0.8 | Hipy | 04065 | 0.3784] 0.2850 | 0.1698
Es; | 230.30 | 209.79| 181.82 | 150.15
Ej | 193.73| 176.47| 152.94 | 126.30
09 | 15, | 02974 0.3231] 0.2628 | 0.1714
E» | 348.73| 327.23| 284.00 | 231.78
Ej, | 293.35| 275.26 | 238.90 | 194.97

Table 4: Optimum values ofi, and percent relative efficiencies of the estimatgrwith respect toyy « andY.

ol | Pzl [g— | 02 0.4 0.6 0.8
0.1 | 0.7 | w5, | 0.3997 | 0.3541| 0.2634 | 0.1443
Ex» | 153.34 | 143.92| 128.87 | 109.48
Ej, | 152.92 | 143.52| 128.51 | 109.18
0.8 | p;, | 0.3580| 0.3434| 0.2781| 0.1811
Ex» | 196.48 | 187.36 | 169.27 | 144.75
E;, | 195.93 | 186.84| 168.80 | 144.34
09 | {3, | 0.2705] 0.2890| 0.2484 | 0.1716
Exp | 295.34 | 290.58 | 264.21 | 223.74
Ej, | 294.52 | 289.78 | 263.48 | 223.12
0.3 | 0.7 | W, | 04229 0.3650| 0.2554 | 0.1175
Ex, | 163.03 | 151.70| 134.14 | 111.98
E;, | 158.86 | 147.82| 130.70 | 109.11
0.8 | {3, | 0.3794] 0.3620| 0.2835] 0.1714
Exp | 210.42 | 199.01| 177.65| 149.55
Ej, | 205.03 | 193.92| 173.11| 145.72
09 | {3, | 0.2848 0.3090 | 0.2600 | 0.1712
Ex» | 319.12 | 312.04| 280.06 | 233.18
Ej, | 310.95| 304.05| 272.89 | 227.21
05 | 0.7 | u3, | 04519 0.3716| 0.2333 | 0.0709
Ex | 175.36 | 161.18| 140.04 | 114.10
Ej, | 162.31| 149.19| 129.62 | 105.61
0.8 | {;, | 0.4044 | 0.3841| 0.2857 | 0.1533
Ex» | 228.59 | 213.64 | 187.62 | 154.67
Ej, | 211.58 | 197.74| 173.65 | 143.16
0.9 | p, | 0.2980 0.3348] 0.2733 | 0.1680
E» | 350.95| 339.95| 299.62 | 243.96
E;, | 324.83 | 314.65| 277.32 | 225.80
0.7 | 0.7 | w5, | 0.4906| 0.3487 | 0.1683| *
Exp | 191.97 | 173.06| 146.24 | **
Ej, | 161.49 | 14558| 123.01| **
0.8 | {3, | 0.4207 | 0.4096| 0.2776 | 0.1175
Ex» | 254.03 | 232.96 | 199.68 | 159.82
Ej, | 213.69 | 195.96 | 167.97 | 134.44
09 | {5, | 0.2886 | 0.3702| 0.2877 | 0.1588
Exp | 396.77 | 378.74| 324.70 | 256.29
E;, | 333.76 | 318.59| 273.14 | 21559

Note: * indicate do not exist and ** denote no gain.
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8 Interpretations of Empirical Results

The following interpretations may be read out from Tabled:1-
(1) From Table-1, itis clear that

(a) For fixed values opyx and py,, the values ofuj; are first significantly decreased and little increased aetie
while E11 andEJ; are slightly increased at starting and significantly desedawith increased values of g. This behavior
explains that the more the valuegfless the fraction of fresh sample is required at the cuecasion.

(b) For fixed values opy, andg, the values ofi;;,E11 andE;; are decreased for lower valuesgf and increased for
higher values opyx. This behavior is an agreement with the Sukhagtvad. [24] results, which explains that the more the
value ofpyx, more the fraction of fresh sample is required on the cuweoésion.

(c) For fixed values opyy andg, the values oE;; are decreasing with the increasing valuepgfwhile E1; andE};
are increasing with the increasing valueggf This behavior is highly desirable and indicates that highe correlation
coefficient between study variable and auxiliary variablia first occasion, lower amount of fresh sample is reqated
the current occasion along with the increase in the pratisidhe estimates.

(d) Minimum value ofuy; is 0.3043, which indicates that the fraction to be repladdbecurrent occasion is as low
as about 30 percent of the total sample size.
(2) From Table- 2, it is observed that

(a) For fixed values abyx andpy,, the behavior ofi;,,E12 andEj, are similar to that ol (a).

(b) For fixed values opy, andg, the values ofi;,,E1> andE;, are increased with increased valuepgf This behavior
similar to1(b).

(c) For fixed values opy, andg, the behavior ofi;,,E1» andE;, are same as it is discussedlift).

(d) Minimum value ofuj, is 0.2857, which indicates that the fraction to be replacedwrent occasion is as low as
about 28 percent of the total sample size.

(3) From Table- 3, it can be seen that

(a) For fixed values abyx andpy,, the values ofi;,, E>1 andE3; are slightly increased at starting and then significantly
decreased. But, for fixed values@f andp,,=0.6, the values ofi;;, E>1 andE3; are uniformly decreased with increasing
value ofg.

(b) For fixed values opy, andg, the values ofu;;, E>1 andE3; are increased with increased valuesogf. This
behavior is an agreement with the Sukhaghal . [24] results.

(c) For fixed values opy andg, the value ofu;; are slightly increased at starting and then significantigreé@sed,
whileE>; andE;; are decreased with the increased valupyf This behavior indicates that if the information on highly
correlated auxiliary variable is available at the first aon, it reduces the amount of fresh sample on the curreaisime
along with the increase in the precision of the estimates.

(d) Minimum value of;; is 0.0010, which indicates that the fraction of sample todpaced at the current occasion
is as low as about 1 percent of the total sample size, whidsleahighly reduction in cost of the survey.
(4) From Table- 4, it is obvious that

(a) For fixed values abyx andpy,, the behaviors ofi;,, Ex» andE3, are similar to that 08(a)

(b) For fixed values opy, andg, the behaviors oft;,, E>> andE;, are similar to that 08(b) with the increasing value
of Pyx.

(c) For fixed value opyx andg, the behaviors ofi;,, E>> andE;, are same as it is discussed3(t).

(d) Minimum value ofu, is 0.0171, which indicates that the fraction to be repladedecurrent occasion is as low
as about 10 percent of the total sample size, which is vepftilgh reducing the cost of the survey.
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9 Mutual Comparison of the Estimators Tj (i, j = 1,2)

Table 5: The values of;j(i, ] = 1,2) for different choices of correlations.

Pl | Pzl [9— | 02 0.3 0.4 0.5
0.2 | 0.7 | Eyy | 181.67| 176.29| 165.54 | 151.27
Eip | 157.92| 152.21| 142.57 | 130.43
E,, | 181.67 | 177.88 | 170.97 | 160.89
Ex | 157.92 | 153.62 | 147.63 | 140.17
0.8 | Ei; | 240.40| 242.14| 232.50| 213.89
Eip | 200.41| 199.38 | 190.38 | 175.25
Epi | 243.46 | 242.14 | 235.49 | 224.01
Ex, | 203.03| 199.38 | 192.88 | 184.06
09 | Ei | 357.07] 391.87]| 398.14| 373.06
Eip | 280.60 | 299.77 | 300.67 | 281.43
E»i | 388.14 | 401.37 | 398.14 | 382.17
E,» | 306.45| 307.23 | 300.67 | 288.45
03 | 0.7 | Eyy | 177.96] 171.90| 160.87 | 146.70
Ei» | 163.03 | 156.82 | 146.54 | 133.73
Epy | 177.96 | 173.46 | 166.31 | 156.65
Ex, | 163.03 | 158.26 | 151.70 | 143.59
0.8 | Ei, | 232.74| 232.79| 222.42| 204.05
Eip | 207.70 | 206.23 | 196.44 | 180.32
E;i | 235.72| 232.79 | 225.30 | 213.93
Eyp | 210.42 | 206.23 | 199.01 | 189.34
09 | Ei, | 340.16| 367.92 | 370.62| 345.79
Eip | 292.39 | 311.89 | 312.04 | 291.14
E»i | 369.77 | 376.91| 370.62 | 354.29
Ex | 319.12 | 319.62 | 312.04 | 298.39
04 | 0.7 | Eny | 175.93| 169.14| 157.73 | 143.47
Eip | 168.79 | 161.96 | 150.92 | 137.34
E,i | 175.93| 170.68 | 163.13 | 153.50
Ey, | 168.79 | 163.44 | 156.19 | 147.30
0.8 | Ei, | 228.02| 226.62| 21550 197.09
Eip | 216.03 | 213.99 | 203.22 | 185.94
Eoi | 230.96 | 226.62 | 218.30 | 206.75
Es, | 218.84 | 213.99 | 205.88 | 195.19
09 | Ei; | 328.86] 352.25] 352.31| 327.35
Ei» | 306.07 | 325.83 | 324.98 | 302.07
E,1 | 357.93| 360.90 | 352.31 | 335.44
Ex, | 333.75| 333.89 | 324.99 | 309.58

From Table-6, it is visible from the bold figures that the mstior T,1 performs better in comparison to other three
estimators.

10 Conclusions and Recommendations

From the preceding outcome, it may be concluded that thegsexp estimators are more useful in estimation of the
population mean of the study variable on current occasiamw@occasion successive sampling. Information on some
suitable population parameters such as coefficient of ti@niastandard deviatioro(), coefficient of skewness3() and
coefficient of kurtosis ) etc. of the auxiliary variable are enhanced the precisioh® estimates. Consequently, the
proposed estimators are more effective in reducing the afaste survey in comparison to the sample mean estimator
and the natural successive sampling estimator in the estimaf population mean on current occasion in two-occasion
successive sampling. From the optimum replacement sieatdtjis also vindicated that if a highly correlated aaii
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variable is used, relatively, only a smaller fraction of gdenon the current (second) occasion is required to be reglac
by a fresh sample which reduces the cost of the survey. Fitwadking on the nice behaviors of the proposed estimators,
they may be recommended to the survey practitioners for finactical applications.
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