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Abstract: Obstructive sleep apnea (OSA) is a general sleep disordkisamsignificant cause of motor vehicle crashes and chronic
diseases. The severity of the respiratory events is mehbyrthe frequency and duration of apneas and hypopneas pephsleep,
namely apnea-hypopnea index (AHI), using polysomnogrgpt8G). Suspected patients can be classified as normak(®kimild
(5<AHI<15), moderate (18AHI <30), and severe (AHt30). Although PSG is treated as the gold standard for thendisig of OSA,
its shortcoming includes technical expertise is requiredi ttmely access is restricted. Thus, home pulse oximetsyblean proposed
as a valuable and effective tool for screening patients WISA. Support vector machine (SVM) is believed to be more iefiiic
than neural network and traditional statistical-basedsifeers. Nonetheless, it is critical to determine suitgd@deameters to increase
classification performance. Furthermore, an ensemble & 8Mssifiers use multiple models to obtain better predéctiecuracy and
are more stable than models consist of a single model. Gealgrithm (GA), on the other hand, is able to find optimalutoh
within an acceptable time, and is faster than dynamic progriaag with exhaustive searching strategy. By taking theaathge of
GA in quickly selecting the salient features and adjustiM/Sarameters, it was combined with ensemble SVM to desigimical
decision support system (CDSS) for the diagnosis of patiaith severe OSA, and then followed by PSG to further disicrate
normal mild and moderate patients. The results show thamneble SVM classifiers demonstrate better diagnosing peence than
models consisting of a single SVM model and logistic regogsanalysis. Additionally, the oximetry/PSG diagnostaheme was
shown to have higher cost-effectiveness in the diagnoSBS# patients with an average cost ratio of 0.66 and an avevagig time
ratio of 0.40 compared to the traditional scheme with PSGnéxation only.

Keywords: bstructive Sleep Apnea Polysomnography Oximetry Ense@lalssifier, Cost-Effectiveness Analysis

1 Introduction folds [3] and causes of several chronic diseases, such as
. ) ) metabolic syndrome [4], chronic hyperventilation
Obstructive sleep apnea (OSA) is a general sleep disordefyndrome and upper chest breathing pattern disorders [5],
and is commonly seen in 24% of men and 9% of womenpronchial inflammation [6], personality change and
[1]. Among them, up to 93% of women and 82% of men jntellectual impairment [7], and erectile dysfunction.[8]

have not been diagnosed [2]. It is a significant cause 0fhSA was also reported to be related to cognitive deficits,
motor vehicle crashes resulting in an increased risk of 2-7
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vigilance alteration, and attentional decline [9], as vasll  [26]. An appropriate CDSS can highly increase patient
obstructive pulmonary disease, neuromuscular diseaseafety, improve healthcare quality, and reduce cost.
poliomyelitis, obesity, cardiovascular disease, and In this study, a CDSS integrating genetic algorithm
cranio-facial anomalies [5,10]. and ensemble support vector machine was designed to
The severity of the respiratory events is measured byselect salient features and to construct the model for the
the frequency and duration of apneas and hypopneas peliagnosis of patients with severe OSA. With its great
hour of sleep, namely apnea-hypopnea index (AHI), usingsensitivity, most of the severe OSA patients can be
polysomnography (PSG). Suspected patients with AHIdiagnosed with the CDSS. More expensive PSG
smaller than 5 are considered as normal, while those wittexaminations were then used to diagnose the
AHI>5 can be further classified into mild (AKHL5), undetermined non-severe patients into normal, mild, and
moderate (15AHI<30), and severe (AH¥30). The moderate. The strategy of applying oximetry test followed
patients with AHI between 15 and 30 and greater than 3tby PSG  examination  (oximetry/PSG  scheme)
are diagnosed as moderate and severe, respectively. PS{émonstrates to have better cost-effectiveness than the
is treated as the gold standard for the diagnosis of OSAtraditional PSG scheme.
however, it has several limitations, such as technical
expertise is required and timely access is restricted [11].
Thus, home pulse oximetry has been proposed as & Ensemble Classifiers
valuable and effective tool for screening patients with
OSA; nonetheless, it's efficacy in OSA diagnosis has be?“l’he support vector machine (SVM) is a supervised
debated for several years [12]. Recently, a comprehensiv,, ming method widely used for classification. It is a
evalqat'lon of representative oxyhemoglobin indices forpowerful methodology for solving problems in nonlinear
predicting severity of OSA was reported [13]. It showed ¢|gsification, function estimation, and density estioati
that ODI h_ad a better d|agnost|q p.erf'orma.nce. than t 8eading to many applications including image
time domain and frequency domain indices in diagnosinGinerpretation, data mining, biometric authentication,
severity of OSA with sensitivity/specificity achieving pitechnological investigation, and clinical diagnosis.
84.0%/84.3% in AHB15/h and 87.8%/96.6% in [27-30].
AHI>30/h, respectively [13]. In general, SVM has better performance when

In this study, not only the ODI, parameters obtained .ompeted with other existing methods, such as neural
from questionnaire and anthropometric were also adoptediatworks and decision trees [31-33]. The goal of SVM is

for de_zsigning.a clinical decision support system with ; separate multiple clusters with a set of unique
genetic algorithm (GA) and ensemble support vectorpyherianes having greatest margins to the boundary,
machine (SVM) used to predictive and diagnose severity;onsisted of support vectors, of each cluster. In contrast,

of OSA_patients_. . . each hyperplane which separates two clusters is not
Clinical decision support system (CDSS) provides jnique for other linear classifiers. Given a two-class
domain knowledge and relevant supportive information tolinearly separable problem, the hyperplane separating two

enhance diagnostic performance and 10 IMProveg|asses leaving the maximum margin from both classes is
healthcare quality in clinical setting. Three key points represented as [34]:

were identified and proposed to achieve the goal of
enhancing healthcare quality: best knowledge available gxX) =W X +wp =0 (1)
when needed, high adoption and effective use, and
continuous improvement of knowledge and CDS methodsn which w indicates the weights of the input vector x and
[14]. w0 is a bias term of the hyperplane. The training data of
Several CDSSs have been developed for clinicaliwo classes can be representedxasy) with x; €R" and
applications in the past two decades. Garg et al., [15} e{+1,-1} for i=1,2,.. N, in which samplex; is an
reported that 64% of the 97 proposed CDSS applicationsN-dimensional input vector ang is its corresponding
including 10 diagnostic systems, 21 reminder systems, 3Tabel indicating the class of. By scaling the orthogonal
disease management systems, and 29 drug-dosing @ector w and bias w0 in Eql) to make the values of gJ
prescribing systems, demonstrated improved outcomes i@t the nearest points in class 1 and class 2 equal to 1 and
medical practitioner performance. Recently, it was shown 1, respectively, the problem of obtaining the optimal
that CDSSs have been effectively applied in the diagnosegyperplane becomes a nonlinear quadratic optimization
of lower back pain [16], otological disease [17], problem, as expressed in the following equation:
cardiovascular disease [18], and cancer using endoscopic
images [19]; managements and cares of chronic heart
failure [20] and chronic kidney failure [21]; management
of operational risk in hemodialysis [22]; and care of W7\',\,0
patients who received mechanical ventilation [23, 24],
prediction of successful ventilation weaning [25], and  The problem can be solved by considering Lagrangian
outcome prediction of diabetic control of ICU patents duality and stated equivalently by its Wolfe dual

2
]

7SUbjeCt toyi (WTXi +W0) >1, i= 17 e 7N (2)
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representation form with the constraints satisfying theK(xz)= @(x)"@(z) which is a symmetric function
Karush-Kuhn-Tucker (KKT) conditions, i.e. satisfying the following condition:

oL(w,wp,A)/ow = 0, JdL(w,wp,A)/dwp = O,

Ailyi(wTx; +wp) — 1] = 0, andA; > Ofori = 1,...N, as

indicated in the following equation. /K(x,z)g(z)dxdzz 0, and /g(x)zdx <o (9)
WP N T Finally, the optimization problem in Eq.5) is
Max L(wwo,A) = 757 = 3 iy AW xi+wo)-11 B) otormulated as:
Max(3N A — 25N Ay K(xTx))),
Subject tow = 3N, Aiyixi, @ (2 N 2 212 MY )
N Aiyi =0, andA; > 0fori=1,...,N Subject toyiZ; Aiyi =0with0< Ai <C
where L(wwOA) is a Lagrangian function and Various kernels including polynomial, radial basis

A=[A1,A2,...AN] is the vector of Lagrangian multipliers function, and hyperbolic tangent can be used for mapping
corresponding to the constraint in E).(In contrast to  the original sample space into a new Euclidian space with
Eq. (), the first two constraints in Eq.4 become Mercers conditions are satisfied for designing a nonlinear
equality constraints and make the problem easier tclassifier. The linear classifier can then be designed for
handle. By Substituting the first two constraints in E4) ( classification. Among them, radial basis fUnCUOn, as

into Eq. @), the problem is formulated as: shown in the following equation, is the most widely used
function and will be applied in this study for feature
Max(SN, A — 25N AdviyixTxi), mapping.
lax(Zi=aAi = 3 20 =1 AAYIYIX X (5) K(x.2) = exp(_yllx—2|) 1)

Subjecttoy N ; Ajyi = 0 with A; > 0,i = 1,...N
Ensemble Classifierdn machine learning, ensemble

As soon as the Lagrangian multipliers have been obtaine@hethods use multiple models to obtain better predictive
by maximizing the above equation, the optimal accuracy and are more stable than models consist of a
hyperplane can be obtained fram= ziN:j_)\iYiXiShown in single model [35-37]. Dietterich [38] showed that the
Eq. @). And then, classification of a sample is performed outcome of an ensemble classifier generally outperforms
based on the sign of the following equation: a single model when multiple weak models were
combined. The reasons causing such an improved
performance might be:1j if there are several different
optimal hypotheses exist and the ensemble methods can
reduce the risk of choosing a wrong hypothesh; &
single machine learning algorithm may end up in local
optima, by contrast, the ensemble may obtain a better
performance; and (3) the desired function cannot be
represented or achieved by a single model.

Brown et al. [39] gave a general survey of ensemble

f(x) = sgn(WTx + W) = sgn(§ 1 Aiyix! i +Wo)  (6)

whereNs is the number of support vectors.

For a nonlinear classification problem, the
optimization problem shown in Eg2)is changed to Eq.
(7) with a penalty term being added:

WP N , learning and a theoretical description of why ensemble
Min (55~ +C3iZ1 &), Subjectto (7)  learning may outperform the single model. They divided
YiwT @(xi) +wo) > 1-&, and& >0,i=1,---,N the methods into three categories for achieving diversity:

(1) starting point in hypothesis space: vary the starting
whereC is a positive penalty parameter, variabfs _pqi_nts wit.hin the hypothesis space by creating different
are used to weight the cost of misclassified samples, anflitial settings; ) set of accessible hypotheses: vary the
@(x;) is a function applied to map the training sample training sets that are ag:ceSS|bIe by theT ensemble method
to a higher dimensional space. For a veoteR" in the ~ €mployed (e.g., bagging [40], boosting [41] random
original feature space, it is assumed that there exists 8UPspace [42]); and (3) hypothesis space traversal.

function @ for mapping XeR" to @(X)eRK with Feature Selection Feature selection takes the
k > n. Then,the class of a sample can be determineddvantages of reducing the number of features and the
from the following equation: size of storage requirements, decreasing training and

computational time, facilitating data visualization and
understanding, and improving predictive performance

f(x) = sgn[wT(p(x) + Wl [43,44]. Th_e algorithms of featur_e selgction can often be
Ns T classified into 3 approaches, i.e. filter, wrapper, and
= sgn[y 2 Avie(x) " @(xi) +Wol (8) embedded methods [43]. The filter method is a

preprocessing procedure which selects a subset of
in which @(x)" @(x) is the inner product needed for features based on statistic measures independent of the
calculation, which is performed by a kernel function designed classifiers. In contrast, the wrapper method
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assesses individual subsets of features in a recursive wagOG and submental EMG for detecting eye and jaw
by considering their predictive efficiency to a given muscle movement, (3) tibia EMG for monitoring leg
classifier. It is more computational intensive than therfilte muscle movement, 5§ airflow for detecting breath
method, but is believed to able to provide more efficientinterruption, 6) inductance plethysmorgraphy for
outcome. The subset with a smallest number of featuregstimating respiratory effort, (6) ECG for measuring heart
achieving the highest predictive accuracy is used forrate, and 7) arterial oxygen saturation for inspecting
classifier construction. An alternative wrapper methodblood oxygen.
which combined genetic algorithm with a classifier was  Anthropometric (weight, height, BMI, waist, neck and
also proposed for feature selection [45,46]. This strategyhip circumferences, etc.), demographic (age, gende}, etc.
can also be used for adjusting cost value and kernesymptomatic (diabetes, hypertension, asthma, smoking,
parameter of an SVM model, together with feature alcohol consumption, observed apnea, nocturnal choking,
selection when designing the classifier [47]. On the othemorning headache, wake refresh, day sleepiness, etc.)
hand, embedded method selects features during thedata, questionnaires including Epworth scaling score
process of model construction by considering the cost{ESS), the sleeping disorders questionnaire, the Beck
function of a model [48], for example the function shown depression inventory (BDI), and the medical outcome
in Eq. (6) for SVM model. In this study, a wrapper study 36-item short form health survey (SF-36) were
method combining genetic algorithm and an ensemble ofilled by the subjects before PSG recording.
SVM classifiers was adopted to construct the CDSS for
diagnosing severe OSA patients.

Generally, the wrapper method assesses in.dividua_th CDSS Designed with GA and Ensemble
subsets of features in a recursive way by considering their
predictive efficiency to a given classifier. For a vector SVM
space witm features, recursive feature elimination (RFE)
algorithm removes unimportant features based orRegarding SVM performance, it is critical to determine
backward sequential selection by iteratively deleting onesuitable combination of SVM parameters (&g and
feature at a time, resulting in a sub-optimal combinationlogoy). Genetic algorithm can find optimal solution
of r (rin) features with best predictive performance within an acceptable time, which is faster than dynamic
[43]. For SVM-RFE, it starts with all features by deleting programming using exhaustive searching strategy. By
a feature repeatedly until r features are left, which leads t taking the advantage of GA in quickly searching the
a largest margin separating two classes. Weightoptimal features and parameter, a nonlinear hyperplane
magnitude which is inverse proportional to the margin iswith a maximum margin can be obtained by using SVM
generally used as the ranking criterion in determiningto classify two clusters. Classification of multiple cluste
importance of individual features. The eliminated featurecan be easily expanded. The freeware LIBSVM [51], a

p is the one which minimizes the variation of weight: library for SVM, was adopted to be integrated with the
) \ GA program designed by our team to achieve best
Iwop]|” = 3o AAIYIK(X X)) (12)  performance.

The values of SVM parameters, i.e. regularization
In addition to weight or margin, other measures suchparameter ¢) and kernel parametely), are critical in

as generalization error [48], gradient of weight [49], and optimizing classification performance. Traditionally,
Fischer's ratio [50] were also proposed for featureregular grid search strategy was used to perform model
ranking. In this study, classification accuracy was used aselection, which is time-consuming with regards to
fitness function for determining the optimal solution in computational complexity. Additionally, different from a
each iteration. previous investigation that GA was used for feature

selection followed by SVM for classification [46], the

combined GA and ensemble SVM method proposed in
3 Data Recording this study adjusted SVM parameters and selected features

at the same iteration. It can converge to an sub-optimal
Retrospective data of 699 suspected OSA patients testegblution in a reasonable time.
using PSG equipment for overnight attending recordingat Two ensemble SVM classifiers were design:
the Sleep Center of a University Hospital from Jan. 2005multiple-kernel and single-kernel. As shown in Fig. 1, an
to Dec. 2006 were collected. Data of 48 subjects withensemble of 3 SVM classifiers embedded with different
ages less than 20 or more than 85 years old, as well as thernels (polynomial, RBF, and Sigmoid) were designed.
data acquired from 85 subjects with sleeping time lessFigure 1(a) illustrates the constituents of the chromosome
than 4 hours were excluded [4]. Hence only data of 5660f GA including weights and parameters of 3 individual
patients were used for investigation. Alice 4 PSG recordeiSVM models and clinical features. On the other hand,
was used to monitor and record PSG during sleep. Thé-ig. 2 shows an ensemble of 10 single-kernel SVM
recorded physiologic variables includel) (EEG for  classifiers constructed by 10 training subsets obtained
detecting brain electrical activity and sleep stag&3, ( from the training set by boosting method. Compared to
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Fig. 1(a), as indicated in Fig. 2(a), only a set of SVM validating, and testing sets. (3) Obtain 10 sub-training
parameters is needed for this model. Figure 2(b) depictslatasets by randomly sampling from the training set using
the model which combines GA and an ensemble SVMboosting method.5) Construct an ensemble of 10 SVM
classifier for feature selection and CDSS constructionclassifiers based on the 10 sub-training datasets by using
The SVM kernel adopted is radial basis function (RBF) the validating set for validation. A validating sample is
and the fitness function is defined as the accuracy otlassified as sever OSA if the mean probability of the
classification. ensemble SVM classifiers is greater than 0.B) (
Generate a new population of SVM parameters and
features and repeat Step 4 to get optimal SVM parameters
and features.

WLWo, & W G 2706 2723 Cs 275 | XaneXaws Xare - Xaws Koo X Testing phase (1) Execute Steps 2 and 3 of the
Weight of each If the feature is selected X1, training phase to generate testing set and 10 sub-training
Sassbier SV el Slsoedee Kl sets. ) Apply the SVM parameters and features obtains

€)) from the training phase to construct an ensemble of 10
SVM classifiers based on the 10 sub-training sets, and
Samples dafe (N=56) then use the testing set for testing. A testing sample is
classified as severe OSA if the mean probability of the
l/}*for 1/3*&“ l/j.-for ensemble SVM classifiers [s greater thgn 0.5. (3) Repeat
training validation esting [ Steps 1 and 2 for 10 iterations to obtain mean accuracy,
1 ! sensitivity, and specificity and their standard deviations
Qi EEh ¥
| Coding with Coding with Coding with |
i ) I il o | 5 Experimental Results
o uinid Aniuiepiiuh bl tuiuis, Auiuhy In one experiment, the subjects were divided into two
Cum —>|| VMoo ‘ ‘ SVMagr | | SVMsgnn | | groups with AHI=15 used as the threshold to discriminate
y e T 3 - y - severity of OSA by classifying the subjects into normal
@“) (Resuhm> Rh) and mild (AHI<15) as well as moderate and severe
R —— — (AHI>=15) groups; while in the other experiment, the
Ll WnWeigmadjumm W2 Ws: subjects were divided into non-severe (A+80) and
Selection, Lo ST ! I — —d severe (AHE=30) groups using AHI=30 as the threshold.
Cromoner, & —— Tables 1 and 2 show the results of detecting severe
y OSA patients with thresholds based on AHI=15 and
AHI=30, respectively, using an ensemble of 10 SVM
N ceting termind classifiers with a single RBF kernel. The accuracy,

condition?

sensitivity, and specificity are 89.64.43, 89.34-1.68,
g and 90.15:-2.07, respectively, for AH+15, as well as

90.3740.71, 90.1%+1.78, and 90.581.78, respectively,

As shown in Tables 3, the accuracy, sensitivity, and
(b) specificity for an ensemble of 3 SVM classifiers are
88.58+1.40, 87.6a-2.36, and 90.483.34, respectively,
Fig. 1: (a) Chromosome and (b) flowchart of integrated GA for AHI>15, as well as 89.221.24, 87.931.95, and
and SVM algorithm for designing multiple-kernel ensemble 91.63£4.02, respectively, for AH+30.
classifiers.

6 Discussions and Conclusions

In order to prevent over-training with cross validation,
data of 565 samples were randomly divided into 3 sets,The average sensitivities for the single-kernel ensemble
i.e. training (N=188), validating (M=188), and testing SVM classifier achieve 89.34% and 90.11%, respectively
(P=189) sets. A total of 10 training datasets, eachfor AHI=15 and AHI=30 as the thresholds, which is
containing 188 samples, were obtained using the boostingigher than the multiple-kernel ensemble SVM classifier
method by randomly sampling the training dataset to(87.60% and 87.93%, respectively) and the classifiers
create an ensemble of 10 SVM classifiers. Theconstructed with a single kernel (AHI=15/AHI=30:
experimental procedure is summarized as follows: 85.65%/86.95%, 86.30%/87.39%, and 86.52%/86.41%

Training phase (1) Generate an initial population of for polynomial, RBF, and sigmoid kernels, respectively).
chromosomes consisting of SVM parameters and Recently, a comprehensive evaluation  of
features. 2) Randomly divide the data into training, representative oxyhemoglobin indices for predicting
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Table 2: Detecting severe patients with AHBO
e 7 X, X | K
lteration  Accuracy Sensitivity  Specificity
SVM Paramet Features (X;=1 it selected, otherwise X; =0)

1 91.97 90.47 93.2

(@ 2 90.37 90.47 90.29

3 90.37 90.47 90.29

Sample data (N=565) 4 89.83 89.28 90.29

I 5 90.37 91.66 89.32

v v ¥ 6 90.9 88.09 93.2

173 for 173 for 1/3 for 7 90.37 94.04 87.37

training validation testing 8 89.3 89.28 89.32

-t e SRR~~~ | 9 89.83 88.09 91.26

: with boosting method : 10 90.37 89.28 91.26

: Sub;gflilning Suh-sgtaizning . Sul:;—et:aliging : Mean 90.37 90.11 90.58

: I STD 0.71 1.78 1.78

Chromosome [

|
Coding with :4_

Xy Xy Xy Xy Xy X

Selection,
Crossover, &
Mutation

Final testing result

% |
[ N ) NN |
! [ 2 \ 20 .
Generate new | ‘ SVM I rpr ‘ SVM2ggr SVMI0ggg | |
chromosome . |

Resultensemble

eeting terminal
condition?
Yes

Final model

(b)

Table 3: Comparisons of an ensemble multiple-kernerl SVM
classifier and 3 individual SVM classifiers with single kdrne

OSA Severity SVM Classifier

Ensemble Polynomial RBF Sigmoid

Accuracy(%)  88.581.40 87.941.86 87.58-1.81 88.22-1.54
AHI>=15 gongitivity(%)  87.68:2.36 85.65-3.23 86.38:2.52 86.52-2.13
Specificity(%)  90.48:3.34 92.24:3.16 89.98-3.25 91.42:3.70
Accuracy(%)  89.221.24 88.371.71 88.58:1.69 88.22-1.98
AHI>=30M gonsitivity(%)  87.931.95 86.95-2.11 87.3%-2.57 86.41-3.81
Specificity(%)  91.63 4.02 91.02- 5.37 90.81:6.40 91.63-7.54

severity of OSA was investigated by Lin et al. [13]. The
results showed that ODI had a better diagnostic

Fig. 2: (a) Chromosome and (b) flowchart of integrated GA and performance than the time domain and frequency domain

SVM algorithm for designing single-kernel ensemble clies.

Table 1: Detecting severe patients with AHL5

indices in diagnosing severity of OSA with
sensitivity/specificity  achieving  84.0%/84.3% in
AHI>15/h and 87.8%/96.6% in AEH30/h, respectively.
The proposed ensemble single-kernel SVM classifier with

The

lteration Accuracy Sensitivity Specificity 3 selected features (ODI, ESS, or BMI) achieves a better
1 90.9 89.34 93.84 diagnosing performance with sensitivity/specificity of
' : ‘ 89.34%/90.15% in AHE15/h and 90.11%/90.58% in
2 89.3 88.52 90.76 e e
3 89.3 8934 8923 AHI >30/h. On the pther hand, the sgngtwﬂy/spemﬁcﬂy
4 88.23 877 89 23 is 87.60%/90.40% in AH+15/h and similar diagnosing
5 88 23 86.88 90.76 performance of 87.93%/91.63% in AHBO/h for
6 90.9 91.8 89.23 ensemble  multiple-kernel  SVM  classifier.
7 88.77 88.52 89.23 classification performances of both ensemble SVM
) 91.44 90.98 92.3 classifiers are better than the non-ensemble SVM
9 91.44 91.8 90.76 classifiers and the classification reported in [13].
10 87.7 88.52 86.15 Cost-effectiveness was conducted based on two
Mean 89 62 89 34 90.15 schemes: oximetry/PSG and PSG. For the former scheme,
the physicians are suggested to order a take-home
STD 1.43 1.68 2.07 oximetry examination to diagnose severe OSA patients
followed by an additional PSG examination for detecting
non-severe patients. In contrast, all the suspected OSA
patients take PSG examinations to detect OSA severity
(@© 2015 NSP
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examination, the total diagnosing cost is expected to be
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