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Abstract: Structural pattern analysis is of fundamental importarsci provides a novel perspective on illustration of thetieteship
between structure and function, as well as to understandyti@mics, of social networks. So far, scientists have ua@m/a multitude
of structural patterns ubiquitously existing in sociavnetks in different levels, they may be microscopic, mespgcor macroscopic.
Our work mainly characterizes the mesoscopic-level strattpatterns on social networks from the node-similarigwypoint and
reviews some latest representative methods, focusing e@nntproved methods of community measure and community tsieic
detection, role discovery methods, as well as the strucgnaup discovery approaches used to reveal hidden but ugais
structures. Finally, we also outline some important opablems, which may be valuable for related research domains.

Keywords: Structural pattern, community, role, structural group

1 Introduction may be microscopic, such as motifg;[mesoscopic, such

as communitiesd]; or macroscopic, such as small worlds
[7] and scale-fee phenomerty.[See Figure(a), one can
observe structural patterns in different levels, and
hierarchy describes how the various structural pattemms ar
Tombined. In the spite of the great efforts of pattern
analysis having been made, we will focus our discussion
fin this paper on mesoscopic level. Because based on
Mesoscopic-level structural patterns, such as community,

o ; ; role and structural group, one can make a step towards the
communication (Figurel(b)), Co-authorship network uncovering of the modular structure of social networks

Eg]lgurel(c)) and Facebook friend network (Figutéd)) and unveil insights into their functional organization,

' . which would greatly benefit both theoretical studies and

In the past decade there has been a surge of interest iy, tical  applications. For example, in a metabolic
both empirical studies of networks and development ofpenyork, the network of chemical reactions within a
mathematical and computational tools for extracting.q >4 community might correspond to a circuit or
insight from'network data. 'However, a difficult problem pathway that carries out a certain function, such as
when studying networks is that of global values of qynihesizing or regulating a vital chemical produbti[
statistical measures can be misleading, and cannot clearlyl,y mesoscopic-level structural patterns can also be use
unveil insights into their functional organizatiod][and compress a huge network, resulting in a smaller

there is no standard network visualization and peqyork. n other words, problem solving is accomplished
quantitative description method show clear Iarge—scaleat group level, instead of node level. In the same spirit, a

network. In order to synthesize realistic social networks,p,qe network can be visualized at different resolutions,
we usually start with the studies of the structural patterns ffering an intuitive solution for network analysis and

So far, smephs}s have u'nqove'red a.multltude of structura avigation L1]. However, to the best of our knowledge,
patterns ubiquitously existing in social network [They

A network is, in its simplest form, a collection of nodes
joined together in pairs by edges, and social netwotks [
2], in which the nodes are people or group and the edge
represent any of a variety of different types of social
interaction including friendship, collaboration, busiee
relationships or others. Examples include the network o
scientific collaboration (Figurd(a)), network of Enron
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Fig. 1. (@)Map of scientific collaboration(b) Enron communicatigraph (c) Co-authorship network-LRI Lab (d) Facebook fiien
wheel
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Fig. 2: Schematic illustrations of the scales of organization afialonetworks. (a)Observing structural patterns in déferlevels,
hierarchy describes how the various structural patteragodmed into the entire network.(b) characterize mesadselepel structural
pattern in the from a node similarity viewpoint

there have been no studies in the literature that explicity = This article is organized as follows. In the next
and adequately characterize mesoscopic-level structuraection, we will characterize structure from a
patterns, thus, this article aims to characterize suchode-similarity viewpoint and mainly introduce three
structures in a simple way and review the studies ofkinds of structure: community, role and structural group.
mesoscopic-level structural pattern (For the sake ofin Section 3, we will review the community discovery
presentation, without loss of rigor, we will use the term from two aspects: the measure for community and
structure to denote mesoscopic-level structural pattern i structure of community, emphasizing on the optimization
the rest of this paper). method and hierarchical clustering, due to they are widely
used for discovering simultaneously both the hierarchical
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Table 1: The definitions of community, social role and structuralugro

Structure Node-similarity Definition
Community nodes densely-connect Community, is a densely connected subset of nodes thatys jonl
sparsely linked to the remaining networkg] [
Social role nodes with similar| Social role, groups nodes of similar structural behaviar |(o
behavior function) [1]. In social network analysis position refers to

a collection of individuals who are similarly embedded |in
networks of relation. While role refers to the patterns |of
relations which obtain between actors or between positilong
this paper we cannot distinguish two conceptions, and bbth o
them are called as social role in the rest paper.
Structural group| nodes sharing common Structural groups, defined as subsets of nodes sharing commo
properties structural properties that set them apart from other nauései
network. [L4]

(2) (®) ©

Fig. 3: Comparison of community discovery, role discovery andcitnal group discovery(a)The 2 communities that GN algomif6]
finds on the karate network.(b)The 4 roles discovered byropéition method based on regular equivalence (by UCINEI):tdwidge”
nodes(as red), “periphery” nodes(as blue). (c) The 3 stratgroups discovered by visual analytics method using#hection of 28
node propertiesl4]

and overlapping community structures. In Section 4, we  More specifically, from the perspective of
introduce the social role discovery from perspectives ofdensity-based similarity measure, it is obvious that two
sociology and data mining. The structural group nodes are considered similarity if they are
discovery methods are presented in Section 5, includingvell-connected, such as they share many of the same
the maximum likelihood methods and visual analytics network neighbors. Therefore, the community structure
methods. Finally, we outline some future challenges ofcan be defined as a densely connected subset of nodes
structure discovery. that is only sparsely linked to the remaining netwak [

There are, however, many cases in which nodes
occupy similar structural position in networks without

2 Mesoscopic-level structural patterns having well-connected, for instance, two store clerks in
different towns occupy similar social positions by virtue

The structure detection problem is challenging that aOf their numerous professional interactions with

precise definition of what a “structure” really is does not customers, although it is quite likely that they have none

exist at the current stage. However, it is widely agreed®’ those customers in common and they are not
that structure groups nodes have similar propertyWeII-connected.Inthls case, nodes are referred as similar
if they have similar behavior or their pattern of

function or behavior, such as community, social role andrelat'onsh' s is equivalent. and we call this structuret
structural group. Based on this, we characterize strusture’ S(I)cial rlc?lel quivalent, and w IS strucluretyp

by using a node-similarity viewpoint, seeking to identify
and classify the structure and gasp its topological Additionally, node similarity can be defined by using
properties. There are three major types of structuresthe essential attributes of nodes: two nodes are considered
community, social role, and structural group to be similarity if they have many common features, not
(Figure 2(b)), which by far the most studied and best only restricting to structural attributes, but also inchgl
known structures in the literature, and they definitions asquantifiable properties, such as age, income and level of
tablel. education. Therefore, the structure is called structural
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group which can be defined as subsets of nodes sharingind of node property. Within the wide range of possible
common properties that set them apart from other nodestructures expressible though different properties, the
in the network {L4]. structural group discovery method can help discover a

) . specific structure of interest and interpret it using a
Furthermore, we want to emphasize that c;ommumtymnking of the node properties.

is fundamentally different from (and complementary to)

the social role: the former groups nodes are

well-connected to each other, but the latter groups nodes

have similar behaviord[2]. Figure3 depicts the difference Based on community, social role and structural group,
between role discovery and community discovery for thevarious structure discovery methods have been proposed.
karate network. The GN algorithm6] discovers 2  Generally, what methods are used to discovery structures
communities (Figure3(a)) vs. the 4 roles (Figurg(b)) relies on both what type of network one wish to answer
that the optimization method find43]. And structural  and what practical application one confronted with, and
group discovery tend to reveal a hidden but unambiguouwvarious practical application give challenges to the
structures beyond communities and social roles. Forxisting methods, meanwhile, these challenges facilitate
example, in Figure 3(c), the 3 structural groups the method improvement and technical innovation.
discovered by visual analytics method4] using the  Figure 4 presents the process of structure discovery.
selection of 28 node properties. Group 1(blue) isObviously, one discovers structures in social network
characterized by low degree, clustering coefficient of one should start with four aspects: type of networks, practical
and being connected to high-degree nodes with highapplication, methods and challenges, as Fidgui\e aim
betweenness and subgraph centrality. Group 2(red) formto give detailed discussion on the methods as follow (as
the core of the network and includes all the high-degreered directions in Figuré). Figure6 presents a synoptic
high-centrality nodes 14]. In fact, structural group picture of the works that will be reviewed, organized
includes but not limited to community and role, becauseaccording to the community, role and structural group
the densely-connected and behavior may be regarded asdiscovered by each method and the solution technique.
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S. Gregory[46],A. Lancichinetti[47,50],B. Amiri[52],M.E.J. Newman[55-56],
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K. Henderson[63],B. Gallagher[63],T. Eliassi-Rad[14,63],J. Brynielsson[64-65],
E.A. Leicht[82], Glen Jeh[83],Xiaoxin Yin[87], Ruoming Jin[88]-+

Fig. 6: The taxonomy of the reviewed structure discovery method

3 Community discovery Newman et al 20.. The modularity functionQ which
measures the quality of a given partition of a network,
Community detection has become one of the most
important topics in social network analysis. A huge Q_i A _@ 5(C,,C) (1)
variety of different methods of community detection have - 2m% I 2m )
been designed by a truly interdisciplinary community of
scholars, including physicists, computer scientists,wherek; is the degree of nodeandmis the total number
mathematicians and social scientists (for earlier reviewsyf edges in the networkAj is an element of the
see Refs. 1516]). Generally speaking, a “good” adjacency matrix,5(C;,Cj) is the Kronecker delta
community is taken to refer to a subset of nodes that ar&ymbol, andC; is the label of the community to which
(1) well connected among themselves, and (2) wellnodei is assigned, and(G;,C;) = 1 if G, = Cj otherwise
separated from the rest of the graph. Hence, algorithmg). Then one maximize® over possible divisions of the
for network clustering are often based on a subjectivenetwork into communities, the maximum being taken as
quality measure that can be applied on a potential clustefhe best estimate of the true communities in the network.
meanwhile, communities are usually overlapping andThat is to say, high values of modularity indicate stronger
hierarchical 17,1819, and recently many researchers community structure, corresponding to more dense
started to focus on the problem of identifying such connections within communities. And the modularity
realistic structures. Therefore, in general, algorithmrs f  fynction is extended to weight networkal] and directed
network clustering differ in (1) how the quality of the networks P2,23] for detecting community structure.
proposed clusters is measured, and (2) what kind of\iodularity is by far the most used and best known quality
technique is used to obtain this desire quality, especiallyfynction for the measure.
finding hierarchical and overlapping community. Moving  However, the modularity maximization suffers from a
from considerations about the meaning and structure ofesplution limit [P4,25: small communities may be
the community, we mainly review some latest yndetectable in the presence of larger ones even if they
representative researches from the aspects of measure fgfe very dense. S. Fortunato et al. recently claimed that
community and structure of community. modularity optimization may fail to identify network in
which the number of communities is larger than about
VL, whereL is the number of edges in entire network
3.1 Measure of community [24, moreover, the theoretical analysis and the
experimental tests in several network examples indicated
There is no consensus criterion for measuring thethat the limitation depends on the degree of
community structure, which is a main drawback in many interconnectedness of small communities and the
algorithms. To tackle this difficulty, most methods are difference between the sizes of small communities and
based on modularity function. Which is introduced by large communities, while independent of the size of the
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Fig. 7: The measure of community and the main method for overlapgibhierarchical communities discovery

whole network P6]. To solve the resolution problem, structure is correctly divided can optimizing the value of
various methods have been proposed. These methods c@ncorrectly identify the optimal number of communities
be roughly classified into two categories in terms of their[33]. Rodrigo Aldecoa et al introduced a new global
ideas: measure, called Surprise(S), which has an excellent

The first kind of methods modifies the modularity behavior in all networks tested34,35,36], Surprise
function through tunable parameteg]. In particular, a ~ Measures the probability of finding a particular number of
type of multi-resolution methods in community detection intracommunity links in a given partition of a network,
was introduced, which can adjust the resolution ofa@ssuming that those links appeared randomly, and so on.
modu|arity by m0d|fy|ng the modu|arity function with Ideally,- we would like a more reliable method to solve
tunable resolution parameters, for example, Reichardt anéesolution problem.

Bornholdt (RB) R8] discussed a modified version of the

modularity function which introduces a parameter to tune

the contribution of the null model in the modularity; 3.2 Structure of community
Arenas, Fernandez and Gomez (AF@9][also proposed

a multi-resolution method by providing each node with a Communities may be in complicated shapes. Palla et al.
self-loop of the same magnitudewhich is equivalentto  [17,18 19] revealed that complex network models exhibit
modifying the modularity function by the parameter  an overlapping community structure, and Ravasz et al.
and Andrea Bettinelli et al. extended modularity to [37] proved the existence of the hierarchical organization
parametric modularity by using a single parameter thatof modularity in metabolic networks. These overlapping
balances the fraction of within community edges and theand hierarchical communities are more realistic than
expected fraction of edges according to the configuratioraverage ones. Now, only a few efficient algorithms can
model 7], and so on. These multi-resolution methods uncover such realistic structur&g. We focus on the
indeed can help us find the communities of networks atyell-known technique: optimization methods and
different scales. To some extent, by varying their hierarchical clustering, which based on the measure of
parameters to adjust the resolution of the modularity, butcommunity, Corresponding to communities are
before being applied to the real problem of community characterized by groups of densely connected nodes, such
detection, the methods based on modularity optimizatiorgs Figure7.
all should have been thoroughly understood to ensure that (1) Optimization methods, are those that view the
the substructures found in networks are reasondle [ community-detection problem as an optimization task.
The second kind of methods aims to solve theThe basic idea is to define a quality function that is high
resolution problem by introducing new quality function for “good” divisions of a network and low for “bad” ones,
[31,32]. For example, the network community coefficient and then to search through possible divisions for the one
C is defined as the average community coefficient over allwith the highest score. Most classic methods treat
nodes in the network. While it depends on the correctnessnodularity function as the quality function, then, the
of partitioning methods. Only when the community community detection is switch to modularity
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maximization. Although finding the optim&) value isan  PMC, community detection is modeled as a constrained
NP-hard problem, there are currently several methodsjuadratic optimization problem that can be efficiently

able to find fairly good approximations of the modularity solved by a random walk based heurist] etc.
maximum in a reasonable time, such as greedy techniques

) . A Unfortunately, these methods employ single
[39.40], smula’ged anneal|ng4[1], external optimization optimization criteria, which may not be adequate to
[42], and genetic algor!thmslB]. We are able to comblr_]e represent the structures in social networks. Many
node overlap with hierarchical structure in a united researchers 51,52,53 suggest community detection
framltawork and dha‘é‘? Conh\{ertled the tas.tl.( of .f|tnd|ng process as a multi-objective optimization problem (MOP)
ovcta_rgppg'ng an bl \erarchica thcommlf? 1es b.'nf[). a for investigating the community structures in social
]?p |r?|za I?hn tproﬂ eft'ﬁ’ ufr']ng e qug:;ly t(o gec |ve)f networks. That is, the community detection corresponds
unction fthat reflecting the community structure ot discovering community structures that are optimal on
overlapping or(and) hprarchy. Some previous res.eamhe%ultiple objective functions, instead of one
progolsegz n}anyt. efficient methods Iﬁr extf_ncyn% thesingle-objective function in the single-objective
modularity function or improving Ihe optmization community detection, such as multi-objective community
strategy to meet the requirement fqr CIISCOVe”ngdetection algorithm (MOCD)53], MOGA-Net [54] and
hierarchical and overlapping Of. Commun|t§14[45,46]. EFA(enhanced firefly algorithmpbp]. The experimental
Moreover, one could choose a different expression for theresults on synthetic and real world complex networks
quality functions, another criterion to define the mostsuggest that the methods based multi-objective
meaningful cover, or a different optimization procedure Ofoptimization can discover more the accurate and
the quahﬁy functions for a single c[uster 'from different comprehensive community structure compared to those
{Jhgrsl(pectlves. For gixample, Q.Lanﬁlh!gett{_retdaﬂbﬁa th well-established community detection algorithms, as well

Ink a t(_:omrr}unly IS tsu gr?tp : e? 'Itle dy tr? as provides useful paradigm for discovering overlapping
maximization ot a property or tness ot 1ts nodes, eor(and)hierarchical community structures robustly.
method based on the local optimization of a fithess

function was presented to find both overlapping  However, most of optimization method can effectively
communities and the hierarchical structure. In addition,achieve overlapping community detection, to some extent
they also presented OSLOM(Order Statistics Localthe hierarchical community is relatively weak.
Optimization Method) $0] explores the clusters in (2) Hierarchical clustering. An early, and still widely
networks accounting for overlapping communities andysed, method for detecting communities in social
hierarchies, based on the local optimization of a fitness,etworks is hierarchical clusterings,56]. Strategies for
fu_nctlon expressing the sta‘ustlce}l S|gn|f|qanqe of qlu;ste hierarchical clustering generally fall into two types:
with respect to random fluctuations, which is eSt'matedagglomerative and divisive. Considering divisive
with tools of Extreme and Order Statistics. And Bo Yang pierarchical clustering was rarely applied in community
et al explores the nature of community structure for agetection and hard to detection overlapping community,
probabilistic — perspective and introduces a  novelye focus on agglomerative hierarchical clustering (we
community detection algorithm named

Lo - . aS will use the hierarchical clustering to denote
PMC(probabilistically mining communities), to meet a aqglomerative hierarchical clustering in the rest of this

good trade-off between effectiveness and efficiency. Inpaper). Hierarchical clustering is in fact not a single
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technigue but an entire family of techniques, with a singlecrucial to know where to partition the dendrogram. In
central principle: fact, that is to say, using a quality measure that helps us
The object units are taken as the initial communities if evaluate the goodness of communities generated by
we calculate the S|m||ar|ty between each pair of Cuttlng the dendrogram at a parthUlar threshold. What
communities(generally, node is often regarded as théluality measure we could adopt relies on the special
object 39,40,46,53,57] due to it is the basic elements of application we confronted with. The modified modularity
the network, while the maximal cliquesg], links [59)  has been widely used for this purpose, and can apply to
and hyper-edge6[)] also regard as the object in some overlapping communities5g]. And one could choose a
researches.); then select the pair of communities with thélifferent criterion to define quality measure, such as
maximum similarity, incorporate them into a new one andpartition density, that measures the quality of a link
calculate the similarity between the new community andpartition [59].
other communities. This process is repeated until all Hierarchical clustering is a method that used widely
nodes belong in a single cluster, the order in which node4o find overlapping or(and) hierarchical community, and it
clustered together is then stored in a hierarchical tree ofs straightforward to understand and to implement. But it
object unit known as a dendrogram, such as Figtire has a tendency to group together those nodes with the
Finally, choosing the cut through the dendrogram thatstrongest connections but leave out those with weaker
corresponds most closely to the known division of the connections, so that the divisions it generates may not be

communities, as indicated by the dotted line in theclean divisions into groups, but rather consist of a few
Figure8. dense cores surrounded by a periphery of unattached

Simply, the hierarchical clustering has two stages. Inn°des 16. . o o
the first stage, a dendrogram is generated. In the second e remark that the quality function in optimization
stage, we choose an appropriate cut which breaks thgethod and the quality measure in hierarchical clustering
dendrogram into communities. Here, the key problems2r® problems of measures of community, corresponding

are how to define similarity between objects, and where td® communities are characterized by groups of densely
cut the dendrogram. connected nodes. Both optimization method and

hierarchical clustering are techniques to obtain thisrdesi
quality, as shown in Figure7. Thus, combining
ptimization method with hierarchical clustering in a
nited framework may provide useful hints for
iscovering hierarchical and overlapping of community.

There are various ways to define a similarity between
two objects, the node-dependent similarity and
path-dependent similarity are by far the most used and’
best known in community detection. The node-dependeng
similarity index is common neighbors where the
similarity of two objects is directly given by the number
of common neighbors, such as Jaccard Index and Cosine
Index [59,60], and the path-dependent similarity index 4 Social role discovery
assume that two objects are similar if they are connected
by many paths, such as GENs(Generalized Erdossocial role discovery was first introduced in sociology,
Numbers) based similaritysf] and shortest path based and recent studies have found not only do roles appear in
similarity [61]. In addition, there are many other ways to social networks, but also in other types of networks,
define a similarity between two objects we can refer tojncluding food webs, world trade networks, and even
[62. But no matter how to define similarity, it is software systems. A key question in studying the roles in
dependent on nodes densely connected. a network is how to define role similarity. In terms of

To find meaningful communities rather than just the different definitions of role similarity, we review some
hierarchical organization pattern of communities, it is latest representative researches about role discovery fro
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perspectives of sociology and data mining3]] as c

Figure9.
ONONO

In sociology, role analysts seek to define categories and e 6 0 @ @

variables in terms of similarities of the patterns of Fig. 11: Wasserman-Faust network to illustrate equivalence

relations among actors (nodes), rather than attributes oflasses ]. There are seven structural equivalence clasgEs:

actors. That is, the definition of a category, or a “social {2}, {3}, {4}, {5,6}, {7}, {8,9}, five automorphic equivalence

role” or “social position” depends upon its relationship to classes:{1}, {2,4}, {3}, {5,6,8,9}, {7}, and three regular

another categorygfg]. In an intuitive way, we would say equivalence classe$i}, {2,3,4}, {5,6,7,8,9}.

social roles are occupied by nodes who are “equivalence”

one for another, with respect to their pattern of

relationships with other nodes (relational ties). This

“equivalence” can be classified into two categories:automorphic equivalence classes$l}, {2,4}, {3},

deterministic equivalences and probabilistic equivadsnc {5,6,8,9}, {7}. Simply, these classes are groupings

[63], such as Figurel0 where the deterministic who’s members would remain at the same distance from
all other nodes if they were swapped, and, members of
other classes were also swappesb][ Compare with
structural equivalence, automorphic equivalence is a bit

4.1 Sociology viewpoint

Structural more relaxed.

equivalence Two nodes are said to be regularly equivalent if they
Deterministic Automorphic have the same profile of ties with members of other sets
equivalence equivalence of actors that are also regularly equivalent. More

_ Regular generally, if nodei and j are regularly equivalent, and
Equivalence equivalence nodei has a tie to/from some nodk, then nodej must

Srobabistic Stochastic have the same kind of tie to/frpm some no_tjeand actor
equivalence equivalence k andl must be regularly equivalent. In Figuld there

are three regular equivalence classdd}, {2,3,4},
{5,6,7,8,9}. One of the earliest and most widely used
measures of regular equivalence is embodied in the
algorithm REGE proposed by White and Reif2]. More
fecently, authors have focused on methods for assigning
actors to subsets such that the partition of actors is
regular equivalencesp. optimal in the sense that nodes in the same subset are

Generally speaking, two nodes are said to be exactly'€2'y regularly equivalen?B, 74].
structural equivalence if they have the same relationships
to all other nodes, in Figurgl there are seven structural
equivalence classes{1}, {2}, {3}, {4}, {5,6}, {7},
{8,9}. Because exact structural equivalence is likely to be
rare, we often are interested in examining the degree of
structural equivalence, rather than the simple presence or
absence of exact equivalence. Any measure of structural p(a,u) p(a,v)
equivalence quantifies the extent to which pairs of actors
meet the definition of structural equivalence. Euclidean
distance and correlation are the most commonly used
measures (Euclidean distance in STRUCTURH],[and
correlation in CONCOR 71], and both are widely p(u,b) p(v,b)
available in network analysis computer programs as well ’ ’
as in standard statistical analysis packages). Besides, th
researcher could consider alternative similarity measure
such as dichotomous relation and an ordered scale.

The idea of automorphic equivalence is that sets of
nodes can be equivalent by being embedded in local
structures that have the same patterns of tiesg,‘parallelFig- 12: A example network to illugtrate stoghastic equivalence
structures. In Figure 11, there are actually five [63]. nodeuand nodesare stochastically equivalent.

Fig. 10: The various categories of equivalence

equivalences fall into one of three categories: structura
equivalence 7], automorphic equivalence6§] and

p(a,u)=p(a,v)
p(u,b)=p(v.b) [ 7
>
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Fig. 13:[77] Example simplifying a network using blockmodel

Stochastic equivalence is similar to structural 4.2 Data mining viewpoint
equivalence but probabilistic. Formally, two nodes are
stochastically equivalent if they are “exchangeable”tw.r. From data mining viewpoint, role similarity is based on
a probability distribution, such as Figute. the following principles:“two nodes are similar if they
By using “equivalence” as the measure of similarity link to similar nodes”, based on it, the nodes can be
among nodes, the social role discovery in sociology aimspartitioned into classes using a ranking of the node
to group nodes with equivalence relation into a class,similarity, the widely used methods as LHN(was
called a role. Blockmodels were widely used model for proposed by Leicht, Holme and Newma8p], SimRank
the discovery and analysis of social rolds7b,76]. For [83], RoleSim Bg| and simulation relationd4,65] etc.
instance, CONCOR is a kind of blockmodel based on the  The fundamental principle behind LHN similarity is
structural equivalence. The process of creating athati is similar to j if i's neithbor is similar toj, as
blockmodel contains following steps: Figurel4:

1.Identify which type of equivalence is applied to
measure the similarity among nodes, for example,
structural equivalence, regular equivalence, etc.

2.According to the equivalence, partition nodes in the
network into discrete subgroups positions, i.e. permute
and partition sociomatrix, as Figut&(c).

3.For each pair of positions, presence or absence of
relational ties, create the image matrix, as
Figure13(d).

4.Finally, create the reduced graph according to image
matrix that is social role, as Figule(e).

Blockmodel was proposed to discover social role as
well as relationship among the roles. Since then there_. L ) .
have been many articles describing blockmodels from g19- 14: A node j is similar to nodel (dashed line) if I has a
methodological standpoint, comparing blockmodels with network neighbow (solid line)that is itself similar tg [82]
alternative data analytic methods, discussing alteraativ
methods for constructing blockmodels, and proposing
some generalized blockmodels. Specially, recently sévera
authors have generalized blockmodels by describing o o _
stochastic blockmodels78,79,80,81], there have also Si _(pzA“’s”jLwd’ 2)
been many applications of blockmodels and generalized
blockmodels to social role discovery, you can find morewhereS; is similarity of nodei to nodej, which consist
details in fL]. of two components: The direct similarity of nodeto

Thus, the LHN similarity can written as
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node j, denoted byd;, and the indirect similarity based The simulation relationd9] creates a partial order on
on the local path between two nodes, denote§ By,S,j,  the set of nodes in a network and we can use this order to

V ; . S .
and @, @ are free parameters whose values control theldentlfy nodes that have characteristic properties. Ard th

balance between the two components of the similarity. Itzzmﬂ:zggg eril?/g?gnczanWeatljzz sit)rﬁulgﬁgg et%iv;?e?ggtt%
is obvious that LHN similarity is a kind of recursive q ' q

structural similarity, and its precise mainly depends an th ﬁg\?\fgrkequ'valence classes that form roles in the social
choice of parameters. The generalization of LHN and the '

method of parameter tuning can be found8g]| Definition 1Simulation preorder §4,65], The relation<
SimRank B3 was used to match text across s a preorder if it is reflexive and transitive. And=<v

documents. Recently, several researchers have tried t@enotes node u simulate v if the fact that:

apply it to role modeling 84]. The SimRank similarity

between nodes a and b is the average similarity between 1.u and v have the same label. .
a’s neithbors andb’s neithbors: 2.For each ac X and (v,V) € Eg, there is an edge

(u,u') € Egsuchthat U< V.
where X is set of labels of nodes and edges, and if

C 1 @)[[1 (b)] network G has edge labels iy, the E is a>-indexed
s(a,b) = T ZI > slli(@).lj(b)) @) family Ex of sets of edges, such thag E V x V, for
@O & & each ac X. According to the definition of simulation
. . preorder, for each w € V, u and v is simulation
whereC is a constant between 0 andlla) is the set of equivalent if u< v and v< u.
in-neighbors ofa. Mathematically, for any two different - -
nodes u and v, SimRank computes their similarity Therefore, we tentatively term the equivalence classes

recursively according to the average similarity of all the determined by simulation equivalence social ro&3.[In
neighbor pairs. A fixed-point algorithm was presented foraddition, in computer science, the regular equivalence is
computing SimRank scores, as well as methods to reduceften referred to as the bisimulation, which is widely used
its time and space requirements. Inspired from SimRankijn automata and modal logi®(]. After the simulation
the number of variants of simrank soare,B5,86,87], relation was applied in social role analysis, many authors
such as SimRank++ and P-SimRank. tried to generalize and revise simulation relation to
SimRank has a problem when there is an odd distanceffectively and efficiently identify social roles or groups
between two nodes. Nodesandv are automorphically such as strong simulatio®]] and bounded simulation
equivalent, but because there are no nodes that are d82.
equal distance from both andv, s(u,v) = 0. And other According to discussed above, we conclude that these
variants of SimRank also do not meet the automorphicmethods from data mining viewpoint are all based on
equivalence property8g]. According to this problem, the recursive structural similarity measure and comply with
first real-valued similarity measure RoleSim, confirming the “equivalence” requirement, the LHN and simulation
automorphic equivalence, was proposed &8][ Given  relationship confirm regular equivalence, the Simrank
two nodesu andv, whereN(u) and N(v) denote their  confirms structural equivalence and the RoleSim confirms
respective neighborhoods ard, and N, denote their —automorphic equivalence. Moreover, these methods use
respective degrees. The RoleSim measure realizes theptimization algorithms for computing the maximal
recursive node structural similarity principle “two nodes similarity scores on the network to obtain the social role

are similar if they relate to similar objects” as follows that is available in heterogeneous and is still computable
in polynomial time. This means that these methods can be

Sy  RoleSin{x,y) computed in reasonable time for very large networks.

. yeM(u, : . :
RoleSimu,v) = (1— B) max XYEM(uv) B However these methods fail to achieve automatically

Muy) Nu+Ny— [M(u,v)| extracting roles. Recently, Keith Henderson et dI2][
4) proposed a new method RolX(Role eXtraction), a
Where x € N(u), y € N(v), M(u,v) = {x € N(u),y € scalable, unsupervised learning approach for
N(v),and no othefx,y') € M(u,v),s.t.x=X ory=Yy},  automatically extracting structural roles from general
the parametef is a decay factor, & 8 < 1. network data, and demonstrated the effectiveness of RolX
RoleSim values can be computed iteratively and areon several network mining tasks. More precisely, RolX
guaranteed to converge, just as in SimRank. But unlikeconsists of three components: feature extraction, feature
SimRank, which considers the average similarity amonggrouping, and model selection, and achieves the following
all possible pairings of neighbors, RoleSim counts onlytwo objectives. First, with no prior knowledge of the
those pairs in the matching of the two neighbor sets whichkinds of roles that may exist, it automatically determines
maximizes the targeted similarity function. The the underlying roles in a network. Second, it
experiments in §8 shown that the iterative RoleSim appropriately assigns a mixed-membership of these roles
computation generates a real-valued, admissible roléo each node in the networks. The Figafeillustrates the
similarity measure. process of RolX.
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Fig. 15: RolX for role extraction

It is important to note that we do not argue that a However, the remarkable feature of most clustering
method, e.g. simulation equivalence is a “better” way tomethods depending on what kind of structures that are of
study the social network than others, e.g., regularinterest and we must know in advance which properties
equivalence. All of these methods are useful, dependinglefine the groups we seek to identify, for example,
on the question one wishes to answer about the networkcommunity discovery relies on community groups nodes
And other reason is that researchers have proposed a widbat are well-connected to each other in advance, social
variety of definitions, from sociology and data mining, role discovery relies on social role groups nodes of
etc. With this array of definitions comes a correspondingsimilar behavior in advance. This is difficult to mine
array of algorithms that seek find the roles so definedhidden structures. In fact, in the case of purely structural
Unfortunately, it is no easy matter to determine which of features, two exploratory methods have been devised,
these algorithms are the best, because the perception @fhich can identify patterns not anticipated by
good performance itself depends on how one defines @re-conceptions. One based on maximum likelihood
role and each algorithm is necessarily good at findingtechniques §9] and the other base on data project
roles according to its own definition. So a unit/standardtechniques, they both aim resolving the internal structure
criterion to evaluate the methods of role discovery is keyof complex networks by organizing the nodes into groups
research direction in future. that share something in common, even if we do not know

a priori what the thing is.

5 Structural group discovery
5.1 The maximum likelihood method

Structural group discovery aims at seeking to capture
more general structures characterized by other network$he maximum likelihood method understand the structure
properties, tending to mine some hidden but unambiguousf social networks from the statistical inference
structures without knowing the groups a priori. perspective and able to detect a wide variety of structural

The previous work on structural group discovery hasgroups and, crucially, does so without requiring us to
focused mainly on cluttering method. The choice of anspecify in advance which particular structure we are
appropriate similarity measure in clustering method islooking for. Its basic idea is that gaining understanding of
very important, which include not only density-based the structure of networks by fitting them to a statistical
similarity, behavior-based similarity discussed aboug, b network model. A very related study has been proposed
also many other similarity measure, such as feature-basegtcently by M.E.J. Newman et &%, they show that it is
similarity measures, distance-based similarity measurepossible to detect, without prior knowledge of what we
and probabilistic similarity measures, even nodes haveare looking for, a very broad range of types of structure in
quantifiable properties 9B. Usually, topological networks, using the machinery of probabilistic mixture
characteristics cannot be captured by one or two measummodels and the expectation-maximization algorithm,
indexes. Thus, some methods simultaneously make use efhose objective is to groups nodes with common
several similarity measures, and grasp topologicalconnection features into a predefined number of groups.
properties from different perspectives, for example, The idea of maximum likelihood method is similar to the
SNMF [94] make use of various similarity measures to blockmodel, although the realization and the
detect structural groups via semi-supervised strategymathematical techniques employed are different, or, more
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precisely, is kind of variant of blockmodel. In principle, strictly depends on the application, since there is no
any type of structure that can be detection by maximumdefined rule to perform such a task. For instance, in the
likelihood, including community structures, bipartite or classification of highway networks into different models,
disassortative structures, structural groups and manypne should consider features related to space and models
others. However, in real world application, an obvious with geographical constraints99]. There are exists
drawback of the maximum likelihood techniques is that it related work which exploits feature extraction from
is very time consuming, which will definitely fail to deal graphs for several data mining tasks. For example, W.Li
with the huge networks. et al extracted node features based on a signal spreading
model P7], L da F Costa et al developed a classification
approach which involves multivariate statistical methods
5.2 Node project method and pattern recognition techniques to analyze complex
) ] networks based on local and global features extraction
Recently, a novel clustering method viewed close datggg and Keith Henderson et al proposed
points as linked networks nodes was propos8dl.[  ReFex(Recursive Feature eXtraction}Ofl, a novel
Inspired by this idea, the method of “node project” was gjgorithm, that recursively combines local features with
proposed which viewed tightly interacted network nodespeighborhood ~ features, and  outputs  regional
as close data points in a feature space, and then one c3gatures-capturing “behavioral’ information, and so on.
study networks or discover hidden structural groups formginging effective node features is the key step in all graph
a data analysis perspective, and systematic anghining tasks, and is to continue to improve.
sophisticated data analysis tools will be a great
convenience. More specifically, as for structural group Many various methods were used to discover
discovery, using a given set of node features (such agyryctural groups in multi-dimensional feature space by
centrality and degree) as the coordinates for each node iggnsjdering the principle: the closer the two nodes are in
the multi-dimensional feature space, we identify feature space, the more common properties they share.
structural groups as clusters of points in this featurespacyoywever, it is not easy to use high-dimensional clustering
[14,97,98]. The Figurel6 illustrates the schematic of the ethod for structural group detection, due to the
node projection method. correlation between features and the difficulty of their
visualization. To overcome these limitations, it is
necessary to use statistical methods for dimensionality
reduction, such as component analysis (PCA) method and
canonical variable analysis. These methods allow not only
the elimination or, at least, reduction of the correlations
between features but also the visualization of the
observations into a reduced number of dimensions. In this
way, although with a little loss of information, they still
find effective structural group9t,98]. In addition, to
overcome the difficult of visualization of the observations
into a high dimension feature space. Takashi Nishikawa et
al proposed an approach based on visual analytics (called
visual analytics method), which is conceptualized as
exploratory statistics in which analytical reasoning is
facilitated by a visual interactive interfacel4. The
integration of the visual interactive interface allows the
user not only to supervise the process, but also to learn
and create intuition from raking parting in the process,
thus facilitating the search for unanticipated network
structures. And the results of applying this method to real
networks suggest that it is capable of discovering not only
group structures defined by link density, but also more
general group structures, even when different types of
Fig. 16: Schematic illustration of the node projection method ~ Structures coexist in the same network. For example, in
Figure 17, although the teams are organized into 12
conferences (indicate 12 communities), the visual
According to Figurel6, the node project method has analytics method identifies 7 structural groups. The
two key components: Node project and the structuralstructural groups capture a higher-level organization of
group discovery in feature space. the conferences which is determined by the geographic
A key question of node project is how to get the proximity of the teams, which cannot be characterized by
feature vector of nodes. The choice of node featurethe community.

(@© 2015 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

330 %N S\ C. Qing et. al. : Discovering Mesoscopic-level Structurattérns...

Group 1

Group 6
AT o
\ e &/ 2

\ A [
- A
Ay
WA S )
i \ N ol 8, B
. .
% &
Group 5 5 ¥ . =
e 3 Group 5
© Atlantic Coast @ Conference USA @ Pacific Ten "y
@ Big East ® Independents @ Southeastern i 5 & 3
@ Big Ten @ Mid-American @ Sun Belt - L o
@ Big Twelve @ Mountain West @ Western Athletic . A Group 6

() (b)

Fig. 17: [14] Characterizing seven structural groups discovered irfabéall network.(a)Layout of the network with the strueth
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In fact, structural group includes but not limited to Social media networks are often heterogeneous,
community and role, because the densely-connected anldaving heterogeneous interactions or heterogeneous
behavior may be regarded as a kind of node property. Buhodes. Heterogeneous networks are thus categorized into
the application of structural group detection methods cammulti-dimensional networks, where it has multiple types
detect hidden structures, which is an importantly of links between the same set of nodes, and multi-mode
scientific signification and potentially benefits, and hasnetworks, where it involves heterogeneous nodes.
been attracting more and more attentions. Introducing théHowever, the most existing structure discovery methods
techniques from other fields to the study of structuralare constrained to homogeneous networks. Some work
groups may be helpful to further study, such as visualhas been done to identify communities in a network of
analytics method is a successful case. heterogeneous entities or relation$01,102103 in

terms of multitype relational clustering. Moreover, some

methods are extend to handle this heterogeneity, for

example, Lei Tang, et al. discuss potential extensions of
6 Outlook . b =S : .

community detection in one-dimensional networks to

) ) , , multi-dimensional networks, present a unified process,

In this article, we briefly summarized the progress of jnyolving four components: network integration, utility
studies on structure discovery, including community jniegration, feature integration, and partition inteignag
discovery, social role discovery and structural groupiy detect community in multi-dimensional networks
discovery. And structure discovery are not limited to the[104]’ besides, they present an efficient and effective
social networks, but also widely used into the otherapproach MROC to extract overlapping communities with
real-world networks, such as web page clustering, proteiyitferent resolutions 705, and use an iterative latent
function prediction and gene analysis, the field hassemantic analysis process to capture evolving structures
appealed more and more attention from researcherg, multimode networks 106. However, these methods
across multiple domains and became even mMOrgnly concentrate on multi-dimensional networks or
flourished. In our opinion, Despite many new methodsmyjti-mode network and fail to reveal community of
and tool have been presented, in others existing methodsyerjap and hierarchical. The most social role discovery
have been improved, becoming more accurate and fastefethods can handle heterogeneity, such as RoleSim,
what  motivation faglhtat_e str.ucture discovery Roix and simulation relation, as well as node project
development gnd_technlcgl innovation the most are t.hemethod can be applied in heterogeneous networks for
concrete applications. With the development of socialiscovering structural group, but their performance and
media and the requirement of practical application,effectiveness in heterogeneous networks require to be

structure discovery encounters great challenges as well ageeply discussed, especial for large-scale heterogeneous
opportunities. We will discuss a number of important

open issues as follow.
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networks. We are also expecting extended methods oexperiments results demonstrate that the model can
new methods can also contribute to this domain. discover users, communities effectively, and provide
As information technology has advanced, people areconcrete semantics, Besides, like PCB(belief propagation
turning more frequently to electronic media for and conflictymethod 13, RolX and visual analytics
communication, and social relationships are increasinglynethod are also give excellent results by using priori
found in online channels. The network presented in sociainformation, and so on. However, to design effective
media can be huge, often in a scale of millions of actorsalgorithms to discover structures by combing priori
and hundreds of millions of connections, and it hasinformation and practical application, we need in-depth
exploded at a rapid pace. For example, Facebook claimand comprehensive understanding of our application and
to have more than 500 million active users as of August,priori information extraction.
2010. While traditional structure discovery methods  There are various methods for structure discovery, but
normally deals with hundreds of subjects or fewer,how to choose an appropriate method to discover
existing structure discovery methods might fail when structures in specific application is a key problem. We
applied directly to networks of this astronomical size, take friend recommendation as an example, it is obvious
even if its runtime complexity is linear on the number of that individuals who share the same structure might be
edges or nodes. Aim at this problem, one need to combinexpected to share the same taste, interests, and so on. But
techniques for discovering structures, such as increrhentavhat types of structure we can use to recommend friends,
algorithms and distributed algorithms. On the other handdue to it has various patterns, such as community, role,
as the complete structure of the network is oftengroup and so on. The individuals may have same interest
unavailable since the entire network is too large andwhen they are well-connected, i.e. in the same
dynamic. We should try to explore structure from limited community, or have the same work when they have same
accessible region of a graph, for instance, manybehavior,i.e. in the same role, or they have the same taste
researchers have proposed several local methods that uséen they are in the same city, just as in the same
partial knowledge of the network to discover the local structural group. Thus, choosing an appropriate method
community with a certain source vertekJ7,108 109. for structure discovery could be of huge practical value,
Up to now, it is no standard way or criterion to accounting for the specific application.
evaluate “good” or “bad” of structures. Although there are  Furthermore, the study of structure discovery is a
many typical approaches to determine which oflarge and active field of endeavor, with new results
community discovery method are the best, such asappearing daily and an energetic community of
algorithms are tested against real-world networks and areesearchers working on both methods and applications.
tested against synthesized networks, for example, Mike&Some of developments of structure discovery are of great
Gustafsson et al compared and validated various classicainportance not only in social network research, but also
community algorithms by using a class of computerin biology, computer science, chemistry and so on.
generated networks and three well-studied real networks
[110. Unfortunately, it is still nothing reported about the
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