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Abstract: The computation of least-cost paths over a cost surface is a well-known and widely used capability of raster geographic
information systems (GISs). It consists of finding the path with the lowest accumulated cost between two locations in a raster model of a
cost surface. This paper presents a modified Artificial Bee Colony (ABC) algorithm for solving least-cost path problem ina raster-based
GIS. This modification includes the incorporation of a distinct feature which is not present in the classical ABC. A new component, the
direction guidance search method, is used to guide a bee walking toward the final destination more efficiently. In addition, this paper
examines how the quality of the raster-based paths can be improved by using larger connectivity patterns. The experimental results
show that the performance of the modified ABC model is quite close to Dijkstra’s algorithm while its computational complexity and
solution time is much lower than Dijkstra’s algorithm. The results also, indicate that raster-based paths can be improved by using larger
connectivity patterns.
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1 Introduction

Finding a least-cost-path in a raster data format is a very
important function in geographic information systems [1].
Least cost path analysis consists of finding the path with
the lowest accumulated cost between two locations in a
raster model of a cost surface [2]. It has been used to
solve many real-world problems [3], such as finding the
best traversal paths across off-road terrain [4,5], or the
alignment of linear constructions, like roads [1], canals
[6], trails [7], power lines [8], and pipelines [9]. This
method has also been applied in ecology [10], archeology
[11], and public health [12], to name just a few examples.
The cost surface is represented by a raster map in which
each cell is associated with a cost score, reflecting the
impedance of movement per a distance unit across the
cell [3,8]. Dijkstra’s algorithm is one of the most
commonly used algorithms for solving the least cost path
problem [1,3,8]. It was designed for tracing the shortest
path in a network with nodes connected by weighted
links. To use this algorithm in a raster-based GIS, a
virtual network can be constructed in which the centers of
each raster cell serve as the nodes in the network, and the
connections between the neighboring cell centers act as
the links of the network [1]. In most GIS software,

connectivity is established within the 3 * 3 cell
neighborhood matrix, resulting in eight movement angles
(four in cardinal and another four in diagonal directions)
from a focal cell [3]. Unfortunately, paths calculated
using Dijkstra’s (or related) algorithm are subject to two
main drawbacks [3,13]: one is the distortion inherently
present in raster-based paths, and the other is the high
computational effort needed to calculate the paths,
especially when large rasters are concerned. The use of
larger neighborhoods is one conventional strategy to
decrease the distortion in paths induced by the raster
structure [3]. Instead of the conventional eight-connected
pattern, larger patterns embracing 16, 32 or even more
neighbors have been used [3,14,15]. Figure 1 shows the
allowed directions of movement from a focal cell
associated with different raster-based neighborhood
patterns. The redundant neighbors indicated in white are
excluded. Even though distortion can be decreased in this
manner, it comes with the cost of increasingly dense
graphs and associated computational expense [13,16].

Recently, natural swarm intelligence has been used to
tackle a variety of complex computation problems, such
as functional optimization, route finding, scheduling,
structural optimization, vehicle routing and image and
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Fig. 1: Neighborhood patterns (adapted from [3])

data analysis [17]. The swarm intelligence is usually
designed by imitating the flocking of birds or the
swarming of insects such as bees and ants [18]. Artificial
Bee Colony (ABC), developed by Karaboga in 2005 [19],
is one of the most widely used swarm intelligence
techniques for solving real world problems [20,21,22].
ABC algorithm is a nature-inspired metaheuristic, which
imitates the foraging behavior of bees. It has been tailored
successfully, to solve a wide variety of discrete and
continuous optimization problems, and revealed
promising results in processing time and solution quality
[20,22]. According to the best of our knowledge ABC has
not been used yet for solving least-cost path problem in a
raster-based GIS.

This paper presents a modified Artificial Bee Colony
(ABC) algorithm for solving least-cost path problem in a
raster-based GIS. This modification includes the
incorporation of a distinct feature which is not present in
the classical ABC. A new component, the direction
guidance search method, is used to guide a bee walking
toward the final destination more efficiently. In addition,
this paper examines how the quality of the raster-based
paths can be improved by using larger connectivity
patterns.

2 ABC Algorithm for solving least-cost path
problem

2.1 The Conventional ABC algorithm

In 2005, Karaboga analyzes the foraging behavior of
honey bee swarm and proposes a new algorithm
simulating this behavior for solving multi-dimensional
and multi-modal optimization problems, called Artificial
Bee Colony [23]. The artificial bee colony consists of
three groups of bees [21]: employed bees associated with

specific food sources, onlooker bees watching the dance
of employed bees within the hive to choose a food source,
and scout bees searching for food sources randomly. Both
onlookers and scouts are also called unemployed bees.
Initially, all food source positions are discovered by scout
bees. Thereafter, the nectar of food sources are exploited
by employed bees and onlooker bees, and this continual
exploitation will ultimately cause them to become
exhausted. Then, the employed bee whose food source
has been exhausted becomes a scout bee, and their food
sources are abandoned. In ABC, the position of a food
source represents a possible solution to the problem, the
nectar amount of a food source corresponds to the quality
(fitness) of the associated solution and the number of
employed bees is equal to the number of food sources
(solutions). The search carried out by the artificial bees
can be summarized as follows [24]: (1) employed bees
determine a food source within the neighborhood of the
food source in their memory, (2) employed bees share
their information with onlookers within the hive and then
the onlookers select one of the food sources, (3)
onlookers select a food source within the neighborhood of
the food sources chosen by themselves, and (4) an
employed bee of which the source has been abandoned
becomes a scout and starts to search a new food source
randomly.

2.2 Modifying ABC for adapting to least-cost
path problem

2.2.1 Proposed Direction guidance search method

ABC algorithm seems to be straightforward for solving
least cost path problem in a raster-based GIS because of
bees’ exploration capability. In the optimization process,
an artificial bee can visit any cell on raster surfaces during
path exploration. A bee can move randomly on the
two-dimensional raster surface if there are no constraints
and regulations. During bees’ moving, there are 8, 16 and
32 direct neighboring cells from a central cell on a raster
surface based on 3x3, 5x5 and 7x7 neighborhood patterns
respectively (Figure 1). These neighbors represent
possible moving directions. There are infinite
combinations of the moving schemes by forming a path
between an origin and a destination. At first, the cells of
the path are selected randomly by starting from the start
cell to the end cell. New cells should be selected from the
neighboring cells in order not to break off the route (break
off control). The generation process stops when the
destination cell is reached. In every selection, the control
of re-selection is made in order not to use the same cell
again. Using this random selection method, infinite loops
have emerged and sometimes the route started to rotate
around itself like a snake (Figure 2). Thus, a bee could
move randomly without completing a path because of
lacking the vision capability. Therefore, conventional
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Fig. 2: Path exploration using the conventional ABC algorithm
(3*3 neighborhood pattern 8-connectivity)

Fig. 3: Example of restricted directions (3*3 neighborhood
pattern 8-connectivity)

ABC algorithm should be modified for adapting to the
least cost path problem by incorporating a more
sophisticated direction guidance search method to provide
some ’vision’ capability.

In the proposed direction guidance search method the
bee is encouraged to move towards its final destination
during path exploration via determining some restricted
directions that distract the bee from the destination cell.
The restricted directions are determined using the angular
calculation between the current cell and the destination
cell. All cells located in the opposite quarter of the
calculated angle are specified as restricted directions
(Figure 3). Then in every new cell generation, the control
of re-selection is made besides the break off control. With
the help of the direction guidance search method,
unnecessary generation of the cells is prevented and the
speed of the generation is accelerated. Pseudo-code of the
direction guidance search method is shown in figure 4

2.2.2 Modified ABC Algorithm

In the modified ABC algorithm, the path (food source)
consists of connected cells according to predefined

Fig. 4: Pseudo-code of the direction guidance search method.

neighborhood pattern, that is, a sequence of connected
cells from the starting cell (source) to the end cell
(destination). Each cell has (x, y) coordinates and the cost
of travelling through that cell. The accumulative cost of
the path (food source) is the nectar amount. The objective
function is to minimize the accumulative cost of the path
(nectar amount).

In the initialization phase and after determining the
neighborhood pattern, the population of food sources
(different paths) is initialized by artificial scout bees and
control parameters are set. The scouts start to explore the
environment with the help of the direction guidance
search method in order to find a food source. For each
bee, the start cell and the end cell are the same, but the
intermediate cells are diverse. Then the population of
food sources (different paths) is evaluated by calculating
by the nectar amount (accumulative cost).

In the employed bees phase, artificial employed bees
search for new path within the neighborhood of the
current path in their memory. They find a neighbor path
by determining a random part of path and replace it with
new part using direction guidance search method and then
evaluate its fitness (accumulative cost). After producing
the new path, its fitness is calculated and a greedy
selection is applied between it and its parent, where the
best of the two paths are selected with probability Pbetter
and the worst of the two with probability (1 - Pbetter).
After that, employed bees share their path information
with onlooker bees waiting in the hive by dancing on the
dancing area.

In the onlooker bees phase, artificial onlooker bees
probabilistically choose their path depending on the
information provided by the employed bees. For this
purpose, a stochastic selection scheme based on the
fitness (nectar) values, which is similar to roulette wheel
selection, is used. After a path for an onlooker bee is
probabilistically chosen, a neighborhood path is
determined using direction guidance search method, and
its fitness value is computed. As in the employed bees
phase, a greedy selection is applied between two sources.
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Fig. 5: Flowchart of the Proposed ABC Algorithm for Least Cost
Path Problem

In the scout bees phase, employed bees whose paths
cannot be improved through a predetermined number of
trials, called limit, become scouts and their paths are
abandoned. Then, the scouts start to search for new paths
using direction guidance search method. Hence, those
paths which are initially poor or have been made poor by
exploitation are abandoned.

Employed bees phase, Onlooker bees phase, and
Scout bees phase are repeated until a termination criteria
is satisfied such as maximum cycle number. Figure 5
represent the flowchart of proposed ABC algorithm for
solving least cost path problem in a raster-based GIS.

3 Model implementation and Validation

In order to evaluate the performance of the modified ABC
algorithm, it has been tested on solving a hypothetical
case study using a real raster dataset and the results

Fig. 6: The raster dataset used in the case study

obtained are compared with that of the state-of-the art
algorithm (Dijkstra’s algorithm). In this case study, the
town of Stowe, Vermont, USA [25] would like to find the
best route for a new access road from the new school
location site to a nearby road intersection. A cost raster
dataset (767x767 cells) is used for solving this problem
(Figure 6).

Least cost paths are calculated using both the
conventional Dijkstra’s algorithm and the proposed ABC
algorithm with three different neighborhood patterns (3 x
3, 5 x 5, and 7 x 7). The two algorithms were evaluated in
two aspects: the total cost distance of the paths, and the
time needed to calculate them. The cost distance can be
considered to imply the quality of the paths. A relatively
short cost distance of a path calculated by a certain
algorithm indicates that the algorithm in question is
capable of determining paths without unnecessarily
strong distortions in them, or that it is capable of finding
better routes for the paths altogether. The second aspect
of the evaluation is the processing time required to
calculate paths. The processing time considered here only
includes the time required to determine of the least-cost
paths from a source node until the destination node is
found. The two algorithms (Dijkstra and modified ABC)
were implemented in ArcGIS software using C#
programming language and the calculations were done
using a laptop computer with 2.00 GB of RAM and a 2.00
GHz Intel Core 2 Duo Processor.

3.1 Setting the ABC parameters

One of the major steps in preparing to use the proposed
ABC algorithm is the setting of ABC parameters such as
total number of bees, Maximum number of cycles, limit
and Pbetter . Several experiments with 3 x 3, 5 x 5, and 7
x 7 cell neighborhoods were carried out to determine the
proper values of these parameters for solving the current
case study. The results of these experiments are shown in
Table 1 and Figure 7.

c© 2015 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.9, No. 1, 147-154 (2015) /www.naturalspublishing.com/Journals.asp 151

Fig. 7: a) Accumulative Path Cost vs. Total Number of Bees, b) Accumulative Path Cost vs. Maximum Number of Cycles, c)
Accumulative Path Cost vs. Limit, and d) Accumulative Path Cost vs. Pbetter

Table 1: Parameters to be used in the proposed ABC model
Parameters Value

Total number of bees 100
Maximum number of cycles 10000

Limit 100
Pbetter 95%

3.2 Stability Validation of the proposed
algorithm

Heuristic algorithms are subject to some uncertainties
thus the stability of repeated simulations is an important
indicator for assessing the validity of the proposed model
[18]. Figure 8 is the overlay of the optimal paths from 10
repeated simulations. It clearly shows that the proposed
ABC algorithm can repeat the simulation results although
there are some minor differences. Moreover, the
simulations can be also repeated by changing the moving
direction. There are two different types of moving
forward (from the source to the destination) and
backward (from the destination to the source). It is
expected that the simulated patterns should be very
similar between the forward moving and backward

moving. This assumption has been confirmed by the
experiment (figure 9). Table 2 also compares the
accumulative costs obtained from 10 different simulations
using both the forward and backward moving with
different neighbor patterns. The variations are very small
because these two types of walking yield the similar mean
values and small standard deviation values.

3.3 Evaluation of the proposed model

To evaluate the performance of the proposed ABC
algorithm, its results are compared with that of the
Dijkstra’s algorithm as shown in Table 3 and Figure 10.
While Table 3 summarizes the total cost distance of the
paths, and the time needed to calculate them using both
the Dijkstra’s algorithm and the modified ABC algorithm,
Figure 10 shows the two least-cost paths identified by
using the two algorithms.

Figure 10 and Table 3 clearly show that the proposed
ABC can find the near optimal solution with error no
more than 2.5%, while it takes 20% of the Dijkstra’s
algorithm time. The results confirm the expectations of
the use of large search neighborhoods, that is, a large
number of connections, producing better paths. Although
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Table 2: The accumulative costs obtained from 10 different simulations.
Neighborhood Pattern 3*3 5*5 7*7

Method Forward Backward Forward Backward Forward Backward
moving moving moving moving moving moving

Sim1 2321.42 2351.43 2368.35 2339.92 2166.64 2156.55
Sim2 2280.54 2384.44 2268.12 2228.45 2228.45 2145.00
Sim3 2342.04 2358.96 2237.20 2275.79 2119.48 2160.61
Sim4 2295.70 2366.11 2215.60 2320.58 2100.14 2116.41
Sim5 2445.65 2346.29 2301.28 2325.93 2124.07 2254.07
Sim6 2381.34 2395.63 2279.30 2267.56 2089.48 2141.32
Sim7 2253.96 2415.21 2308.46 2373.30 2188.20 2159.38
Sim8 2409.87 2375.32 2295.12 2213.84 2168.64 2212.62
Sim9 2322.65 2328.84 2218.18 2224.13 2149.44 2090.50
Sim10 2327.06 2263.06 2260.35 2351.44 2132.32 2146.17
Mean 2338.02 2358.53 2275.19 2292.09 2146.69 2158.26
Std 59.10 41.89 46.42 57.76 42.42 46.06

Fig. 8: The stability of repeated simulations using forward
moving (3*3 neighborhood pattern 8-connectivity)

Fig. 9: The stability of repeated simulations using backward
moving (3*3 neighborhood pattern 8-connectivity)

Table 3: The total cost distance of the paths, and the time
(minute:second.millisecond) needed to calculate them.

Neighborhood Dijkstra’s algorithm ABC algorithm
Pattern Cost Time Cost Time

3*3 2247.45 27:46.81 2286.04 05:24.62
5*5 2178.44 28:51.34 2198.28 06:45.98
7*7 2082.45 33:46.70 2133.84 08:52.64

the use of large neighborhoods increases the
computational expense of both the conventional Dijkstra’s
algorithm and the proposed ABC algorithm, it turns out
that even the use of the largest neighborhood tested here
entails an extra expense of about 20-60% compared to the
use of the smallest neighborhood. For the proposed ABC
algorithm, this increase in the processing time can be
considered to be low when compared to the overall
computational expense of the conventional Dijkstra’s
algorithm. The processing time of the conventional
Dijkstra’s algorithm is generally more than four times
longer than the proposed ABC algorithm with different
neighborhood patterns.

4 Conclusions

This paper presents a modified ABC algorithm for
solving least-cost path problem in a raster-based GIS
taking in to consideration how the quality of the
raster-based paths can be improved by using larger
connectivity patterns. Conventional ABC cannot
complete a path on raster surfaces because of the lack of
vision capability. Therefore, conventional ABC algorithm
has been modified for adapting to the least cost path
problem by incorporating a more sophisticated direction
guidance search method to guide a bee walking toward
the final destination more efficiently. The experimental
results have shown that the performance of the modified
ABC model is quite close to Dijkstra’s algorithm while its
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Fig. 10: Least-cost paths identified by the two algorithms (3*3
neighborhood pattern 8-connectivity)

computational complexity and solution time is much
lower than Dijkstra’s algorithm. The results also, indicate
that raster-based paths can be improved by using larger
connectivity patterns. Moreover, the proposed method can
produce quite stable results from repeated simulations
and there are also no significant changes of optimization
results if the movement direction is reversed from forward
moving to backward moving.
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