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Abstract: In this work, all selfadjoint extensions of the minimal operator generated by linear singular multipoint symmetric differential
expressionl =(l−, l1, . . . , ln, l+), l∓ = i d

dt +A∓,lk = i d
dt +Ak, where the coefficientsA∓, Ak are selfadjoint operators in separable Hilbert

spacesH∓, Hk,k= 1, . . . ,n, n∈ N respectively, are researched in the direct sum of Hilbert spaces of vector-functions

L2(H−,(−∞,a))⊕L2(H1,(a1,b1))⊕ . . .⊕L2(Hn,(an,bn))⊕L2(H+,(b,+∞))

−∞ < a< a1 < b1 < .. . < an < bn < b<+∞. Also, the structure of the spectrum of these extensions is investigated.

Keywords: Selfadjoint extension, multipoint differential operators, spectrum.

1 Introduction

The general theory of selfadjoint extensions of a linear
densely defined closed symmetric operator in a Hilbert
space with equal deficiency indices was led by J. von
Neuman in 1929-1930 [12]. Application of this theory to
the two-point differential operators and survey of their
spectral theory have been studying even in these days (
see [3,6,10,13,17]).

Although the first studies of the theory multipoint
differential operators were performed at the beginning of
twentieth century, most of them which are about the
investigation of the theory and application to spectral
problems, have been seen since 1950 ( [4,7–9,11,16]). F.
Shou-Zhong analyzed the characterizations of all
selfadjoint extensions in terms of the domain of adjoint
differential operator for singular symmetric minimal
operator, which is generated by a differential expression

n
∑

k=0
p(·)Dk with singularity of coefficients in endpoints of

the finitely many subintervals of a finite interval in the
scalar case [14].

It is well-known that the selfadjoint extension theory
which is based on the GKN (Glazmann-Krein-Naimark)
Theory [10] is already applied for any number of
intervals, finite or infinite and any order expressions
(see [4]).

In this work in section 2, by the method of J.W. Calkin-
M.L. Gorbachuk (see [2,6,13]), all selfadjoint extensions
of the minimal operator generated by a singular multipoint
symmetric differential operator of first order are described
in the direct sum of Hilbert space

L2(H−,(−∞,a)) ⊕L2(H1,(a1,b1))⊕ . . .⊕L2(Hn,(an,bn))

⊕L2(H+,(b,+∞)),

where−∞ < a < a1 < b1 < .. . < an < bn < b < +∞ in
terms of boundary values. In section 3, the spectrum of
such extensions is examined.

2 Description of selfadjoint extensions

Let H∓, Hk, k = 1, . . . ,n, n ∈ N be separable Hilbert
spaces,−∞ < a< a1 < b1 < .. . < an < bn < b<+∞ and
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dimH− = dimH+ ≤+∞. In the Hilbert space

L2 := L2(H−,(−∞,a))⊕L2(H1,(a1,b1))⊕ . . .

⊕L2(Hn,(an,bn))⊕L2(H+,(b,+∞))

of vector-functions we consider the linear multipoint
differential expression

l(u) =











iu′
−+A−u−, −∞ < t < a

iu′
k+Akuk, ak < t < bk, k= 1, . . . ,n

iu′
++A+u+, b< t <+∞,

whereu = (u−,u1, . . . ,un,u+),A∓ : D(A∓) ⊂ H∓ → H∓,
Ak : D(Ak)⊂ Hk → Hk, k = 1, . . . ,n are linear selfadjoint
operators. In the linear manifoldsD(A∓) ⊂ H∓, D(Ak) ⊂
Hk inner products can be introduced like that

( f∓,g∓)∓,+1 := (A∓ f∓,A∓g∓)H∓ +( f∓,g∓)H∓ ,

f∓,g∓ ∈ D(A∓),

( fk,gk)k,+1 := (Ak fk,Akgk)Hk
+( fk,gk)Hk

,

fk,gk ∈ D(Ak), k= 1, . . . ,n.

Each ofD(A∓) andD(Ak), k = 1, . . . ,n is a Hilbert space
under the positive norm‖ · ‖∓,+1 and‖ · ‖k,+1 with respect
to the Hilbert spaceH∓ and Hk. It is denoted byH∓,+1
and Hk,+1. DenoteH∓,−1 and Hk,−1 Hilbert spaces with
the negative norm. It is clear that the operatorsA∓ andAk
are continuous and that its adjoint operatorsÃ∓ : H∓ →
H∓,−1 andÃk : Hk → Hk,−1 is extensions of the operators
A∓ andAk respectively. On the other hand,Ã∓ : D(Ã∓) =
H∓ ⊂ H∓,−1 → H∓,−1 and Ãk : D(Ãk) = Hk ⊂ Hk,−1 →
Hk,−1 are linear selfadjoint operators. In the direct sumL2,
it is defined as

l̃(u) = (l̃−(u−), l̃1(u1), . . . , l̃n(un), l̃+(u+)), (1)

whereu = (u−,u1, . . . ,un,u+) and l̃k(u∓) = iu′
∓+ Ã∓u∓,

l̃k(uk) = iu′
k+ Ãkuk, k= 1, . . . ,n.

The minimalL−0 (Lk0 andL+0) and maximalL− (Lk
andL+) operators generated by differential expressionl̃−
(l̃k and l̃+) in L2(H−,(−∞,a)) (L2(Hk,(ak,bk)) and
L2(H−,(b,+∞))) have been investigation in [5].

The operatorsL0 = L−0 ⊕ L10⊕ . . .⊕ Ln0 ⊕ L+0 and
L = L− ⊕ L1 ⊕ . . .⊕ Ln ⊕ L+ in the spaceL2 are called
minimal and maximal (multipoint) operators generated by
the differential expression (1), respectively. Note that the
operatorL0 is symmetric andL∗

0 = L in L2. On the other
hand, it is clear that,m(L−0) = 0, n(Lk0) = dimHk,
m(L+0) = dimH+, n(L−0) = dimH−, m(Lk0) = dimHk,
n(L+0) = 0, k= 1, . . . ,n.

Since dimH− = dimH+ ≤ +∞, then

m(L0) = n(L0) = dimH− +
n
∑

k=1
dimHk > 0. Hence, the

minimal operatorL0 has a selfadjoint extension [12]. For

example, becausedimH− = dimH+, there exists a unitary
operatorV : H− → H+ [18] and the differential expression
l̃(u) with the boundary conditionVu−(a) = u+(b),
u(ak) = u(bk), k= 1, . . . ,n is a selfadjoint operator inL2.

All selfadjoint extensions of the minimal operatorL0
in L2 in terms of the boundary values are described.

Note that space of boundary values has an important
role in the theory of selfadjoint extensions of linear
symmetric differential operators [6,13].

Let B : D(B) ⊂ H → H be a closed densely defined
symmetric operator in the Hilbert spaceH , having equal
finite or infinite deficiency indices. A triplet(H,γ1,γ2),
whereH is a Hilbert space,γ1 andγ2 are linear mappings
of D(B∗) into H, is called a space of boundary values for
the operatorB if for any f ,g∈ D(B∗),

(B∗ f ,g)
H

− ( f ,B∗g)
H

= (γ1( f ),γ2(g))H− (γ2( f ),γ1(g))H,

while for any F,G ∈ H, there exists an element
f ∈ D(B∗), such thatγ1( f ) = F andγ2( f ) = G.

Now we give some notations for convenience as
follows

L2(1,0,1) : = L2(H−,(−∞,a))⊕01⊕ . . .⊕0n

⊕L2(H+,(b,+∞))

L2(0,1k,0) : = 0−⊕01⊕ . . .⊕L2(Hk,(ak,bk))

⊕0k+1⊕ . . .⊕0−, k= 1, . . . ,n,

where 0∓ := 0H∓ and 0k := 0Hk are zero vectors. Note
that any symmetric operator with equal deficiency indices
has at least one space of boundary values [6].

Firstly, note that the following proposition which
validity of this claim can be easily proved.

Lemma 2.1.Let dimH− = dimH+ ≤ +∞ andV : H− →
H+ be a unitary operator such thatH+ =VH−. The triplet
(H+,γ1,γ2), where

γ1 : D((L−0⊕01⊕ . . .⊕0n⊕L+0)
∗)→ H+,

γ1(u) =
1

i
√

2
(Vu−(a)+u+(b)),

γ2 : D((L−0⊕01⊕ . . .⊕0n⊕L+0)
∗)→ H+,

γ2(u) =
1√
2
(Vu−(a)−u+(b)),

u= (u−,u1, . . . ,un,u+) ∈ D((L−0⊕01⊕ . . .⊕0n⊕L+0)
∗)

is a space of boundary values of the minimal operator
L−0 ⊕ 01 ⊕ . . . ⊕ 0n ⊕ L+0 in the direct sum
L2(H,(−∞,a))⊕01⊕ . . .⊕0n⊕L2(H+,(b,+∞)).

Proof. For arbitrary u = (u−,u1, . . .un,u+) and
v = (v−,v1, . . . ,vn,v+) from
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D((L−0 ⊕ 01 ⊕ . . . ⊕ 0n ⊕ L+0)
∗) the validity of the

equality

(Lu,v)L2(1,0,1)
− (u,Lv)L2(1,0,1)

= (γ1(u),γ2(v))H+
− (γ2(u),γ1(v))H+

can be easily verified. Now for any given elementsf ,g ∈
H+, we will find the functionu = (u−,u1, . . . ,un,u+) ∈
D((L−0⊕01⊕ . . .⊕0n⊕L+0)

∗) such that

γ1(u) =
1

i
√

2
(Vu−(a)+u+(b)) = f and

γ2(u) =
1√
2
(Vu−(a)−u+(b)) = g

that is,

Vu−(a) = (i f +g)/
√

2 and u+(b) = (i f −g)/
√

2.

SinceV : H− → H+ is an isomorphism, so that we can
choose the functionsu−(t), u+(t) in the following form

u−(t) =
∫ t

−∞
es−adsV∗(i f +g)/

√
2, with t < a;

uk(t) = 0k, with ak < t < bk, k= 1, . . . ,n;

u+(t) =
∫ ∞

t
eb−tds(i f −g)/

√
2 with t > b

then it is clear that
(u−,u1, . . . ,un,u+) ∈ D((L10 ⊕ 01 ⊕ . . .0n ⊕ L+0)

∗) and
γ1(u) = f , γ2(u) = g.�

Furthermore, using the result which is obtained in [5]
the next assertion is proved.

Lemma 2.2.The triplet
(

Hk,γ
(k)
1 ,γ(k)2

)

,

γ(k)1 ,γ(k)2 : D((Lk0)
∗)→ Hk,

γ(k)1 (uk) =
1

i
√

2
(uk(ak)+uk(bk)),

γ(k)2 (uk) =
1√
2
(uk(ak)−uk(bk)), uk ∈ D((Lk0)

∗)

is a space of boundary values of the minimal operatorLk0
in the Hilbert spaceL2(0,1k,0), k= 1, . . . ,n.

The following result can be easily established.

Lemma 2.3. Every selfadjoint extension ofL0 in L2
Hilbert space is a direct sum of selfadjoint extensions of
the minimal operatorL−0 ⊕ 01 ⊕ . . . ⊕ 0n ⊕ L+0 in
L2(1,0,1) and minimal operators
0− ⊕ 01 ⊕ . . . ⊕ Lk0 ⊕ 0k+1 ⊕ . . . ⊕ 0+ in
L2(0,1k,0), k= 1, . . . ,n.

Finally, using the method in [6] the following result
can be deduced.

Theorem 2.4. If L̃ is a selfadjoint extension of the
minimal operator L0 in L2, then it generates by
differential expression (1) and boundary conditions

u+(b) =W0u−(a),

uk(bk) =Wkuk(ak), k= 1, . . . ,n

whereW0 : H− → H+ andWk : Hk → Hk, k = 1, . . . ,n are
unitary operators. Moreover, the unitary operatorsW0,Wk
are determined uniquely by the extensioñL; i.e.
L̃ := LW = LW0 ⊕ LW1 ⊕ . . .⊕ LWn, W = (W0,W1, . . . ,Wn)
and vice versa.

3 The spectrum of the selfadjoint extensions

In this section the structure of the spectrum of the
selfadjoint extensionLW in L2 will be investigated. In this
case from Lemma 2.4 it is clear that

LW = LW0 ⊕LW1 ⊕ . . .⊕LWn,

whereLW0 andLWk, k= 1, . . . ,n are selfadjoint extensions
of the minimal operators
L0(1,0,1) = L10 ⊕ 01 ⊕ . . . ⊕ 0n ⊕ L+0 and
L0(0,1k,0) = 0−⊕01⊕ . . .⊕Lk0⊕0k+1⊕ . . .⊕0+ in the
Hilbert spacesL2(1,0,1) andL2(0,1k,0), respectively.

First, we have to prove the following result.

Theorem 3.1. The point spectrum of any selfadjoint
extensionLW0 in the Hilbert spaceL2(1,0,1) is empty;
i.e.,

σp(LW0) = /0.

Proof. Let us consider the following problem for the
spectrum of the selfadjoint extensionLW0 of the minimal
operatorL0(1,0,1) in the Hilbert spaceL2(1,0,1),

LW0u= λu, u= (u−,01, . . . ,0n,u+) ∈ L2(1,0,1);

that is,

l̃−(u−) = iu′
−+ Ã−u− = λu−,u− ∈ L2(H−,(−∞,a)),

l̃+(u+) = iu′
++ Ã+u+ = λu+,

u+ ∈ L2(H+,(b,+∞)),λ ∈ R,

u(b) =W0u−(a).

The general solution of this problem is

u−(λ ; t) = ei(Ã−−λ )(t−a) f ∗−, t < a,

u+(λ ; t) = ei(Ã+−λ )(t−b) f ∗+, t > b,

f ∗+ =W0 f ∗−, f ∗−,∈ H−, f ∗+ ∈ H+.

It is clear that for the f ∗− 6= 0, f ∗+ 6= 0 the functions
u−(λ ; .) /∈ L2(H−,(−∞,a)), u+(λ ; .) /∈ L2(H+,(b,+∞)).
Therefore for every isometric isomorphismW0 we have
σp(LW0) = /0.�

Since residual spectrum of any selfadjoint operator in
any Hilbert space is empty, it is sufficient to investigate
the continuous spectrum of the selfadjoint extensionsLW0

of the minimal operatorL0(1,0,1) in the Hilbert space
L2(1,0,1).

Theorem 3.2.The continuous spectrum of any selfadjoint
extensionLW0 of the minimal operatorL0(1,0,1) in the
Hilbert spaceL2(1,0,1) is σc(LW0) = R.
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Proof. Firstly, we search for the resolvent operator of the
extensionLW0 generated by the differential expression
(l̃−,01, . . . ,0n, l̃+) and the boundary condition

u+(b) =W0u−(a)

in the Hilbert spaceL2(1,0,1); i.e.

l̃−(u−) = iu′
−+ Ã−u− = λu−+ f−,

u−, f− ∈ L2(H−,(−∞,a)),

l̃+(u+) = iu′
++ Ã+u+ = λu++ f+,

u+, f+ ∈ L2(H+,(b,+∞)),

λ ∈ C, λi = Imλ > 0

u+(b) =W0u−(a) (2)

Now, we will show that the following function

u(λ ; t) = (u−(λ ; t),01, . . . ,0n,u+(λ ; t)),

where

u−(λ ; t) = ei(Ã−−λ )(t−a) f ∗−+ i
∫ a

t
ei(Ã−−λ )(t−s) f−(s)ds,

t < a,

u+(λ ; t) = i
∫ ∞

t
ei(Ã+−λ )(t−s) f+(s)ds, t > b,

f ∗− =W∗
0

(

i
∫ ∞

b
ei(Ã+−λ )(t−s)(b−s) f+(s)ds

)

is a solution of the boundary value problem (2) in the
Hilbert spaceL2(1,0,1). It is sufficient to show that

u−(λ ; t) ∈ L2(H−,(−∞,a)),

u+(λ ; t) ∈ L2(H+,(b,+∞))

for λi > 0. Indeed, in this case

‖ f ∗−‖2
H− =

∥

∥

∥

∥

∫ ∞

b
ei(Ã+−λ )(b−s) f+(s)ds

∥

∥

∥

∥

2

H+

≤
(

∫ ∞

b
eλi(b−s)‖ f+(s)‖H+ds

)2

≤
(

∫ ∞

b
e2λi(b−s)ds

)(

∫ ∞

b
‖ f+(s)‖2

H+
ds

)

=
1

2λi
‖ f+‖2

L2(H+,(b,+∞)) < ∞,

‖ei(Ã−−λ )(t−a) f ∗−‖2
L2(H− ,(−∞,a))

= ‖e−iλ (t−a) f ∗−‖2
L2(H− ,(−∞,a))

=
∫ a

−∞
‖e−iλ (t−a) f ∗−‖2

H−dt

=

∫ a

−∞
e2λi(t−a)dt‖ f ∗−‖2

H− =
1

2λi
‖ f ∗−‖2

H− < ∞

and

∥

∥

∥

∥

i
∫ a

t
ei(Ã−−λ )(t−s) f−(s)ds

∥

∥

∥

∥

2

L2(H− ,(−∞,a))

≤
∫ a

−∞

(

∫ a

t
eλi(t−s)‖ f−(s)‖H−ds

)2

dt

≤
∫ a

−∞

(

∫ a

t
eλi(t−s)ds

)(

∫ a

t
eλi(t−s)‖ f−(s)‖2ds

)

dt

=
1
λi

∫ a

−∞

∫ a

t
eλi(t−s)‖ f−(s)‖2dsdt

=
1
λi

∫ a

−∞

(

∫ s

−∞
eλi(t−s)‖ f−(s)‖2dt

)

ds

=
1
λi

∫ a

−∞

(

∫ s

−∞
eλi(t−s)dt

)

‖ f−(s)‖2ds

=
1

λ 2
i

∫ a

−∞
‖ f−(s)‖2ds=

1

λ 2
i

‖ f−‖2
L2(H−,(−∞,a)) < ∞.

Furthermore,
∥

∥

∥

∥

i
∫ ∞

t
ei(Ã+−λ )(t−s) f+(s)ds

∥

∥

∥

∥

2

L2(H+,(b,+∞))

≤
∫ ∞

b

(

∫ ∞

t
eλi(t−s)‖ f+(s)‖H+ds

)2

dt

≤
∫ ∞

b

(

∫ ∞

t
eλi(t−s)ds

)(

∫ ∞

t
eλi(t−s)‖ f+(s)‖2ds

)

dt

=
1
λi

∫ ∞

b

(

∫ ∞

t
eλi(t−s)‖ f+(s)‖2ds

)

dt

=
1
λi

∫ ∞

b

(

∫ s

b
eλi(t−s)‖ f+(s)‖2dt

)

ds

=
1
λi

∫ ∞

b

(

∫ s

b
eλi(t−s)dt

)

‖ f+(s)‖2ds

=
1

λ 2
i

∫ ∞

b
(1−eλi(b−s))‖ f+(s)‖2ds

≤ 1

λ 2
i

‖ f+‖2
L2(H+,(b,+∞)) < ∞.

Above calculations imply that
u−(λ ; t) ∈ L2(H−,(−∞,a)), u+(λ ; t) ∈ L2(H+,(b,+∞))
for λ ∈ C, λi = Imλ > 0. On the other hand, one can
easily verify thatu(λ ; t) = (u−(λ ; t),01, . . . ,0n,u+(λ ; t))
is a solution of the boundary value problem (2).

When λ ∈ C, λi = Imλ < 0 is true solution of the
boundary value problem,

LW0u= λu+ f , u= (u−,01, . . . ,0n,u+),

f = ( f−,01, . . . ,0n, f+) ∈ L2(1,0,1)

u+(b) =W0u−(a),

whereW0 is a unitary operator fromH− to H+, is in the
form u(λ ; t) = (u−(λ ; t),01, . . . ,0n,u+(λ ; t)),

c© 2015 NSP
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u−(λ ; t) =−i
∫ t
−∞ ei(Ã−−λ )(t−s) f−(s)ds, t < a

u+(λ ; t) = ei(Ã+−λ )(t−b) f ∗+− i
∫ t
b ei(Ã+−λ )(t−s) f+(s)ds,

t > b,

f ∗+ =W0

(

−i
∫ a

−∞
ei(Ã−−λ )(a−s) f−(s)ds

)

.

First, we prove thatu(λ ; t) ∈ L2(1,0,1). In this case,

‖u−(λ ; t)‖2
L2(H−,(−∞,a))

=

∫ a

−∞

∥

∥

∥

∥

−i
∫ t

−∞
ei(Ã−−λ )(t−s) f−(s)ds

∥

∥

∥

∥

2

H−
dt

≤
∫ a

−∞

(

∫ t

−∞
eλi(t−s)ds

)(

∫ t

−∞
eλi(t−s)‖ f−(s)‖2

H−ds

)

dt

=
1
|λi|

∫ a

−∞

∫ t

−∞
eλi(t−s)‖ f−(s)‖2

H−dsdt

=
1
|λi|

∫ a

−∞

(

∫ a

s
eλi(t−s)‖ f−(s)‖2

H−dt

)

ds

=
1
|λi|

∫ a

−∞

(

eλi(t−s)dt
)

‖ f−(s)‖2
H−ds

=
1

|λi|2
∫ a

−∞
(1−eλi(a−s))‖ f−(s)‖2

H−ds

≤ 1
|λi|2

‖ f−‖2
L2(H− ,(−∞,a)) < ∞,

‖ f ∗+‖2
H+

=

∥

∥

∥

∥

∫ a

−∞
ei(Ã−−λ )(a−s) f−(s)ds

∥

∥

∥

∥

2

H−

≤
(

∫ a

−∞
eλi(a−s)‖ f−(s)‖H−ds

)2

≤
(

∫ a

−∞
e2λi(a−s)ds

)(

∫ a

−∞
‖ f−(s)‖2

H−ds

)

=
1

2|λi|
‖ f−‖2

L2(H−,(−∞,a)) < ∞,

‖ei(Ã+−λ )(t−b) f ∗+‖2
L2(H+,(b,+∞))

≤
∫ ∞

b
e2λi(t−b)dt‖ f ∗+‖2

H+
=

1
2|λi|

‖ f ∗+‖2
H+

≤ 1
4|λi|2

‖ f−‖2
L2(H+,(b,+∞)) < ∞

and

∥

∥

∥

∥

∫ t

b
ei(Ã+−λ )(t−s) f+(s)ds

∥

∥

∥

∥

2

L2(H+ ,(b,+∞))

≤
∫ ∞

b

(

∫ t

b
eλi(t−s)‖ f+(s)‖H+ds

)2

dt

≤
∫ ∞

b

(

∫ t

b
eλi(t−s)ds

)(

∫ t

b
eλi(t−s)‖ f+(s)‖2

H+
ds

)

dt

=
∫ ∞

b

(

1
λi
(1−eλi(t−b))

)(

∫ t

b
eλi(t−s)‖ f+(s)‖2

H+
ds

)

dt

≤ 1
|λi|

∫ ∞

b

(

∫ t

b
eλi(t−b)‖ f+(s)‖2

H+
ds

)

dt

=
1
|λi|

∫ ∞

b

(

∫ ∞

s
eλi(t−s)‖ f+(s)‖2

H+
dt

)

ds

=
1
|λi|

∫ ∞

b

(

∫ b

s
eλi(t−s)dt

)

‖ f+(s)‖2
H+

ds

=
1

|λi|2
‖ f+‖2

L2(H+,(b,+∞)) < ∞.

The above simple calculations show that
u−(λ ; ·) ∈ L2(H−,(−∞,a)), u+(λ ; ·) ∈ L2(H+,(b,+∞));
i.e. u(λ ; ·) = (u−(λ ; ·),01, . . . ,0n,u+(λ , ·)) ∈ L2(1,0,1)
in caseλ ∈ C, λi = Imλ < 0. On the other hand it can be
verified that the functionu(λ ; ·) satisfies the equation
LW0u= λu(λ ; ·)+ f andu+(b) =W0u−(a).

Hence, the following result has been proved that for
the resolvent setρ(LW0)

ρ(LW0)⊃ {λ ∈C : Imλ 6= 0}.

Now, we will study continuous spectrumσc(LW0) of the
extensionLW0. For λ ∈ C, λi = Imλ > 0, norm of the
resolvent operatorRλ (LW0) of theLW0 is of the form

‖Rλ (LW0) f (t)‖2
L2(1,0,1)

=

∥

∥

∥

∥

ei(Ã−−λ )(t−a) f ∗−+ i
∫ a

t
ei(Ã−−λ )(t−s) f−(s)ds

∥

∥

∥

∥

2

L2(H− ,(−∞,a))

+

∥

∥

∥

∥

i
∫ ∞

t
ei(Ã+−λ )(t−s) f+(s)ds

∥

∥

∥

∥

2

L2(H+ ,(b,+∞))

,

f = ( f−,01, . . . ,0n, f+) ∈ L2(1,0,1).

Then, it is clear that for anyf = ( f−,01, . . . ,0n, f+) ∈
L2(1,0,1) the following inequality is true.

‖Rλ (LW0) f (t)‖2
L2
≥
∥

∥

∥

∥

i
∫ ∞

t
ei(Ã+−λ )(t−s) f+(s)ds

∥

∥

∥

∥

2

L2(H+ ,(b,+∞))

.

The vector functionsf ∗(λ ; t) which is of the form
f ∗(λ ; t) = (0−,01, . . . ,0n,ei(Ã+−λ̄ )t f+), λ ∈ C,
λi = Imλ > 0, f+ ∈ H+ belong toL2(1,0,1). Indeed,
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‖ f ∗(λ ; t)‖2
L2

=

∫ ∞

b
‖ei(Ã+−λ̄ )t f+‖2

H+
dt

=
∫ ∞

b
e−2λitdt‖ f+‖2

H+
=

1
2λi

e−2λib‖ f+‖2
H+

< ∞.

For such functionsf ∗(λ ; ·), we have

‖Rλ (LW0) f ∗(λ ; t)‖2
L2(H+,(b,+∞))

≥
∥

∥

∥

∥

i
∫ ∞

t
ei(Ã+−λ )(t−s)ei(Ã+−λ̄ )s f+ds

∥

∥

∥

∥

2

L2(H+ ,(b,+∞))

=

∥

∥

∥

∥

∫ ∞

t
e−iλ te−2λiseiÃ+t f+ds

∥

∥

∥

∥

2

L2(H+,(b,+∞))

=

∥

∥

∥

∥

e−iλ teiÃ+t
∫ ∞

t
e−2λis f+ds

∥

∥

∥

∥

2

L2(H+,(b,+∞))

= ‖e−iλ t
∫ ∞

t
e−2λisds‖2

L2(H+,(b,+∞))‖ f+‖2
H+

=
1

4λ 2
i

∫ ∞

b
e−2λitdt‖ f3‖2

H =
1

8λ 3
i

e−2λib‖ f+‖2
H+

.

From this we get

‖Rλ (LW0) f ∗(λ ; ·)‖L2 ≥ e−λib

2
√

2λi
√

λi
‖ f+‖H+

=
1

2λi
‖ f ∗(λ ; ·)‖L2

i.e. for λi = Imλ > 0 and f+ 6= 0

‖Rλ (LW0) f ∗(λ ; ·)‖L2

‖ f ∗(λ ; ·)‖L2

≥ 1
2λi

.

is valid. On the other, hand it is clear that

‖Rλ (LW0)‖ ≥
‖Rλ (LW0) f ∗(λ ; ·)‖L2

‖ f ∗(λ ; ·)‖L2

, f+ 6= 0.

Consequently, we have

‖Rλ (LW0)‖ ≥
1

2λi
for λ ∈C, λi = Imλ > 0.

�

Furthermore, the spectrum of selfadjoint extensions of
the minimal operatorL0(0,1k,0), k = 1, . . . ,n will be
investigated.

Theorem 3.3.For all k = 1, . . . ,n, n∈ N the spectrum of
the selfadjoint extensionLWk of the minimal operator
L0(0,1k,0) in the Hilbert spaceL2(0,1k,0) is of the form

σ(LWk ) =
{

λ ∈R: λ =
1

bk−ak
argµ +

2mπ
bk−ak

, m∈ Z,

µ ∈ σ(W∗
k eiÃk(bk−ak)), 0≤ argµ < 2π

}

Proof. The general solution of the following problem to
spectrum of the selfadjoint extensionLWk for any
k= 1, . . . ,n,

l̃k(uk) = iu′
k+ Ãkuk = λuk+ fk, uk, fk ∈ L2(Hk,(ak,bk))

uk(bk) =Wkuk(ak), λ ∈ R

is of the form

uk(t) = ei(Ãk−λ )(t−ak) f ∗k +

∫ t

ak

ei(Ãk−λ )(t−s) fk(s)ds,

ak < t < bk,

(eiλ (bk−ak)−W∗
k eiÃk(b2−a2)) f ∗k

=W∗
k eiλ (bk−ak)

∫ bk

ak

ei(Ãk−λ )(bk−s) fk(s)ds

This implies thatλ ∈ σ(LWk) if and only if λ is a solution
of the equation eiλ (bk−ak) = µ , where
µ ∈ σ(W∗

k eiÃk(bk−ak)). We obtain that

λ =
1

bk−ak
argµ+

2mπ
bk−ak

, m∈Z, µ ∈σ(W∗
k eiÃk(bk−ak)).

�

Theorem 3.4. Spectrum σ(LW) of any selfadjoint
extensionLW = LW0 ⊕LW1 ⊕ . . .⊕LWk coincides withR.

Proof. Validity of this assertion is a simple result of the
following claim. If Sk, k = 1, . . . ,m, m ∈ N are linear
closed operators in any Hilbert spacesHk, by using [19]
we have

σp

(

m
⊕

k=1

Sk

)

=
m
⋃

k=1

σp(Sk),

σc

(

m
⊕

k=1

Sk

)

=

(

m
⋃

k=1

σp(Sk)

)c

∩
(

m
⋃

k=1

σr(Sk)

)c

∩
(

m
⋃

k=1

σc(Sk)

)

.

Thus,the proof is completed by using last equalities,
Theorem 3.2 and Theorem 3.3.�
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