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Abstract: The Gamma Classifier is a novel algorithm, immersed in the Associative Approach to Pattern Recognition, of which the
Alpha-Beta BAM is another relevant model. The Gamma Classifier has shown competitive performance in areas such as prediction of
atmospheric pollutants, wireless network sensor location, and concrete mix properties forecast. This paper introduces the fist successful
application of this model to development effort prediction of software projects. In this sense, an ongoing concern of software managers
is to predict how many hours should be spent on a development project, mainly regarding project budgeting and planning. Software
managers based typically their predictions on judgment-based techniques; however, models-based techniques (statistical regressions,
fuzzy logic, neural networks, or genetic programming) offer a good alternative. In this study, the Gamma Classifier was trained with a
data set of 163 software projects and then used for predicting the effort of another data set integrated by 68 projects; all projects were
developed by 53 and 21 practitioners respectively. Accuracy result of this classifier was compared with that of a fuzzy logic model and
that from a statistical regression model.
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1. Introduction

The Gamma Classifier is an algorithm of recent proposal,
which has shown good performances on such dissimilar ar-
eas as the prediction of atmospheric pollutants [1–4], the
location of wireless devices in a wireless sensor network,
and the forecast of the properties of a concrete mix [5,6].
These promising performances are not the only interesting
characteristic of this model. Similarly to other Alpha-Beta
Associative Models, the Gamma Classifier follows an un-
conventional take on the Associative Approach to Pattern
Recognition, being able to better cope with difficult prob-
lems than other more classically inclined models. Another
example of this fitness to difficult problems is the Alpha-
Beta Bidirectional Associative Memories (BAMs), which
is one of the earlier Alpha-Beta Associative Models and
one of the highest performers among them [7–9]. Such un-
conventional approach and good results have helped the

Alpha-Beta BAMs establish the Alpha-Beta Models as a
good alternative, helping also to raise awareness of the
properties and advantages (as well as limitations) of the
Associative Approach to Pattern Recognition.

These similarities in both performance and fitness to
different, apparently unrelated areas between the Alpha-
Beta BAMs and the Gamma Classifier, served the authors
as motivation to try and apply the latter model to a sel-
dom studied problem: that of predicting software develop-
ment effort in the context of small software development
projects. Indeed, the current work presents the first suc-
cessful application of the Gamma Classifier to software
development effort estimation.

The accuracy on software effort prediction (also known
as estimation [10]) is a research topic that has attracted
much of the interest of the software engineering commu-
nity during the latest decades (at least from 1966 [11]),
and this topic in software engineering can be defined as the
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process of predicting the amount of effort required for the
completion of a software artifact. The accuracy of a soft-
ware effort model is its ability to predict the effort value of
a new project closely to the actual one [12].

Based upon if project managers were better educated
in prediction techniques, they could improve their effort
and schedule prediction capability and credibility [13], this
paper contributes with a model for improving the initial
effort prediction (where project managers initially should
look to improve their chances of project success [13]).
Under-estimating a project may lead to under-staffing it,
under-scoping the quality assurance effort, and setting short
schedule, whereas to overestimating a project, if in a project
is given more resources than it really needs without suffi-
cient scope controls it may use them and the project is then
likely to cost more than it should, take longer to deliver
than necessary, and delay the use of the resources in the
next project [14].

The rest of the document is organized as follows. Sec-
tion 2 is dedicated to exploring the techniques which are
currently used to predict software development effort, as
well as some measures of performance used to compare
the obtained performance. Later, the Gamma Classifier is
discussed in section 3, while the experiments done and
their results are described and analyzed in section 4. On the
other hand, section 5 presents the conclusions and future
work, and finally the consulted references are included.

2. Software Development Prediction
Techniques

Software development prediction techniques could be clas-
sified into two general categories:

1.Expert judgment. This technique implies a lack of an-
alytical argumentation and aims to derive predictions
based on the experience of experts on similar projects;
this technique is based on a tacit (intuition-based) quan-
tification step [15].

2.Model-based technique. It is based on a deliberate (me-
chanical) quantification step [15] and it includes mod-
els based on statistical regressions (roughly half of all
prediction papers tried to build, improve or compare to
regression model-based prediction methods [10]), and
they include fuzzy logic [16], neural networks [17], ge-
netic programming [18], genetic algorithms [19], and
associative memories [20]).

Given that no single prediction technique is best for
all situations and that a careful comparison of the results
of several approaches is most likely to produce realistic
predictions [21–24], this paper compares three models: a
classifier, a fuzzy model and a statistical regression model
[25,26]. These models were generated from data of devel-
oped projects with practices of Personal Software Process
(PSP). This kind of process was selected because it is re-
lated to the Capability Maturity Model (CMM) that gives

an available description of the goals, methods, and prac-
tices needed in international software engineering indus-
trial practice [27], whereas PSP allows its instrumentation
at a personal level (twelve of the eighteen key process ar-
eas of the CMM are at least partially considered in PSP
[28]). In addition, the levels of software engineering train-
ing could be classified in the small and in the large soft-
ware projects, and when the approach is related to small
projects, the PSP (whose practices and methods are used
for delivering quality products on predictable schedules),
can be useful. PSP assumes that unless engineers have
the capabilities provided by personal training, they cannot
properly support their teams or consistently and reliably
produce quality products [28].

One of the most usual effort prediction approaches is
the construction of a conceptual model involving a set of
variables and a set of logical and quantitative relationships
between them [12]; in this paper, a classifier named Gamma
is trained with a data set of 163 projects developed through
years 2005, 2006 and 2007 by 53 practitioners (verification
or training stage). This data set was integrated by the fol-
lowing two independent variables: new and changed (N&C)
code, and reused code, whereas the dependent variable was
the effort. Afterwards, this Gamma classifier was applied
to other data set integrated by 68 developed projects through
year 2008 by other group integrated by 21 practitioners
(validation stage). The experimental design, data of the de-
veloped projects, and the names of the 74 practitioners are
included in [16].

Accuracy of the Gamma classifier is compared with
accuracies of the following two models: a classical statis-
tical regression, which corresponds to the approach most
common in parametric prediction models [10], and with a
fuzzy logic model. The reasons for comparing results of
the classifier against these two models are the following:
in accordance to [29], the comparison against a statistical
regression model is made because a regression analysis for
selecting the significant variables should be done as the de-
fault model construction method, on the other hand, data
and fuzzy logic model used in this study have already been
described in [16].

The hypotheses to be investigated in this paper are the
following:

H1Effort prediction accuracy of the Gamma Classifier is
statistically equal or better than those obtained from
a multiple linear regression, and from a fuzzy logic
model, when these three models were trained with 163
developed projects inside of a controlled experiment
(verification stage).

H2Effort prediction accuracy of the Gamma Classifier is
statistically equal or better than those obtained from
a multiple linear regression, and from a fuzzy logic
model, when these three models were applied to a new
set of 68 developed projects inside of a controlled ex-
periment (validation stage).

Source lines of code (LOC) remains in favor of many
models [30] and researchers commonly use it to correlate
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effort. There are two measures of source code size: phys-
ical source lines and logical source statements. The count
of physical lines gives the size in terms of the physical
length of the code as it appears when printed [31]. In this
study, the independent variables of the models are N&C
as well as reused code and all of them were considered as
physical lines of code (LOC). N&C is composed of added
and modified code. The added code is the LOC written
during the current programming process, while the mod-
ified code is the LOC changed in the base project when
modifying a previously developed project. The base project
is the total LOC of the previous project while the reused
code is the LOC of previously developed project that are
used without any modification [28].

A coding standard should establish a consistent set of
coding practices that is used as a criterion when judging
the quality of the produced code [28]. Hence, it is nec-
essary to always use both the same coding and counting
standards. The developed projects for this study followed
these two guidelines.

There are many different definitions of software project
success [13], one of them is related to this paper: compar-
ing the actual versus predicted elapsed time for the project.
Conclusions of an accuracy criteria analysis recommends
the use of the Magnitude of Error Relative to the estimate
(MER) to evaluate and compare prediction models [32],
which is defined as follows:

MERi =
|AEi − PEi|

PEi
(1)

whereAE stands for Actual Effort andPE means Pre-
dicted Effort.

The MER value is calculated for each observationi
whose effort is predicted. The aggregation of MER over
multiple (n) observations can be achieved through the mean
(MMER) as follows:

MMER =
1
n

n∑

i=1

MERi (2)

A study of the most referenced journal with respect
to effort prediction work [10] showed that the diversity
of prediction approaches is very high and increasing, and
this increase is illustrated by the rising proportion of ap-
proaches related to techniques based upon models. A large
part of the research efforts involves the development of sta-
tistical models based on historical data [33].

Experimental results related to the application of pat-
tern recognition techniques have shown the effectiveness
for the particular application of software effort prediction
[34]. Other classifiers have been applied for predicting soft-
ware defects [35], whereas the Gamma Classifier has been
used for predicting air quality, the location of wireless de-
vices in a wireless sensor network, and the properties of a
concrete mix [1–6].

3. Gamma Classifier

The basis of the Gamma classifier is the gamma operator,
hence its name. The gamma operator is based on the alpha,
beta, anduβ operators and their properties, in particular
when dealing with binary patterns coded with the modified
Johnson-M̈obius code.

The alpha and beta operators are defined in tabular
form, taking into account the definitions of the setsA and
B, as is shown in Table 1. Thus, let there be the setsA =
{0, 1} andB = {0, 1, 2}.

α : A×A → B β : B ×A → A
x y α(x, y) x y β(x, y)
0 0 1 0 0 0
0 1 0 0 1 0
1 0 2 1 0 0
1 1 1 1 1 1

2 0 1
2 1 1

Table 1 Definition of the Alpha and Beta operators

The modified Johnson-M̈obius code allows to code a
set of real numbers into binary representations by, first,
subtracting the lesser negative (if there are negatives) from
all numbers, leaving only non-negative reals; then the num-
bers are scaled up in order to leave only non-negative in-
tegers (truncating the remaining decimals if necessary);
and thenem − ej zeros are concatenated withej ones,
whereem is the greatest non-negative integer number to
be coded, andej is the current non-negative integer num-
ber to be coded.

For instance, letD ⊂ R be defined asD = {1.6, 1.9,
0.3, 0.8,−0.1}; now, lets use the modified Johnson-Möbius
code (as explained above) to convert the elements ofD
into binary vectors.

1.Subtract the minimum:

D −→ T ⊂ R,

T = 1.7, 2.0, 0.4, 0.9, 0.0 (3)

Since−0.1 is the minimum number in the set, the mem-
bers of the transformed setT are obtained by subtract-
ing −0.1 to each member ofD (which is the same as
adding0.1): ti = di − (−0.1) = di + 0.1. Notice that
this step is particularly useful for handling negative
numbers, since now there will be only non-negative
numbers, with the minimum being 0.

2.Scale up the numbers:

T −→ E ⊂ Z+,

T = 17, 20, 4, 9, 0 (4)
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Since there is only one decimal digit, it is enough to
multiply each number by 10 to obtain integers, thus
the members of the integers setE are calculated as:
ei = ti × 10.

3.Concatenateem − ej zeros withej ones, whereem is
the maximum non-negative integer number to be coded,
andej is the current non-negative integer number to be
coded:

E −→ C =
{
ci|ci ∈ A20

}
,

C =





[00011111111111111111]
[11111111111111111111]
[00000000000000001111]
[00000000000111111111]
[00000000000000000000]





(5)

Given that the maximum number in the setE of non-
negative integers is 20, all binary vectors have 20 com-
ponents, i.e. they all are 20 bits long. In other words,
each member of theC set is a binary vector which be-
longs to the set resulting from applying 20 times the
cross product of the setA = {0, 1} to itself.
For example,e1 = 17 is converted into its binary rep-
resentationc1 by appendingem−e1 = 20−17 = 3 ze-
roes “000”, followed bye1 = 17 ones “1111111111111
1111”, which gives the final vector: “000111111111111
11111”.
This is because the maximum number in setE is 20,
thusem = 20; and the number to be converted ise1 =
17.

The unaryuβ operator receives as input ann-dimensional
binary vectorx, outputs a non-negative integer number,
and is calculated as shown below:

uβ =
n∑

i=1

β(xi, xi) (6)

Thus, ifx = [100110] then:

uβ(x) = β(1, 1) + β(0, 0) + β(0, 0)
+ β(1, 1) + β(1, 1) + β(0, 0)
= 1 + 0 + 0 + 1 + 1 + 0 = 3 (7)

The generalized gamma operatorγg which takes as
input two binary patternsx ∈ An and y ∈ Am, with
n,m ∈ Z+, n ≤ m, and a non-negative integer number
θ; and gives a binary number as output, can be calculated
as follows:

γg(x,y, θ) =

{
1 if m− uβ [α(x,y) mod 2] ≤ θ

0 otherwise
(8)

where mod 2 indicates the usual modulo 2 operator.

To better illustrate how the generalized gamma opera-
tor works, let us step through an example of its application.
Thus, let us findγg(x,y, θ) if x = [11100], y = [10110],
andθ = 2.

First, we have thatα(x,y) = [ 1 2 1 0 1 ]; then [ 1 2 1
0 1 ] mod 2 = [ 1 0 1 0 1 ]; now

uβ [10101] = β(1, 1) + β(0, 0) + β(1, 1),
+ β(0, 0) + β(1, 1)
= 1 + 0 + 1 + 0 + 1 = 3 (9)

and sincem = 5, 5− 3 = 2; given that2 ≤ θ = 2, the
result is 1.

The gamma classifier algorithm is depicted as follows:
Let k, m, n, p ∈ Z+; {xµ|µ = 1, 2, . . . , p} be the fun-

damental (learning) pattern set with cardinalityp, where
∀µxµ ∈ Rn, and lety ∈ Rn be ann-dimensional real-
valued pattern to be classified. It is assumed that the fun-
damental set is partitioned intom different and mutually
exclusive classes, each class having a cardinalityki, i =
1, 2, . . . ,m, and thus

∑
ki = p. In order to classifyy, the

following steps are implemented:

1.Code the fundamental set with the modified Johnson-
Möbius code, obtaining the following value ofem for
each component:

em(j) =
p∨

i=1

xi
j (10)

2.Compute the following stop parameter:

ρ =
n∧

j=1

em(j) (11)

3.Codey with the modified Johnson-M̈obius code, us-
ing the same parameters used with the fundamental set
(step 1). If anyyj is greater than the corresponding
em(j), theγg operator will use suchyj instead ofm
(according to equation 8).

4.Transform the index of all fundamental patterns into
two indices, one for the class they belong to, and an-
other for their position in the class (i.e.xµ which be-
longs to classi becomesxiω).

5.Initialize θ to zero.
6.Do γg(xiω

j , yj , θ) for each component of the funda-
mental patterns in each class.

7.Compute the weighted sumci for each class, as fol-
lows:

ci =

∑ki

ω=1

∑n
j=1 γg(xiω

j , yj , θ)
ki

(12)

8.If there is more than one maximum among the different
ci, incrementθ by 1 and repeat steps 6 and 7 until there
is a unique maximum, or the stop conditionθ ≥ ρ is
fulfilled.
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9.If there is a unique maximum, assigny to the class
corresponding to such maximum:

Cy = Cj such that
m∨

i=1

ci = cj (13)

10.Otherwise, assigny to the class of the first maximum.

In order to train the Gamma classifier with the data,
some preprocessing is needed. First, a 2-dimensional vec-
tor is built with both independent variables, new and changed
code and reused code. The class associated to each pattern
is the corresponding value of the dependent variable: the
effort.

4. Experiments

The experimental results obtained by training and testing
the three models (statistical regression model, fuzzy model,
and the Gamma Classifier) are shown in Table 2, for both
verification and validation stages.

Stage Statistical Fuzzy Gamma
Regression Model Model Classifier

Verification 0.27 0.25 0.22
Validation 0.28 0.28 0.28

Table 2 Experimental results by model, in MMER

The ANOVA for MER from the 163 projects showed
that there was a statistically significant difference amongst
the accuracy of prediction for the three models (p-value of
Table 3 is less than 0.05). A means plot is useful for show-
ing which means are significantly different from which
others; in Figure 1 can be observed that the Gamma Clas-
sifier (GC) had the best accuracy (lower MMER), which
indicates that this classifier can be used for predicting the
effort.

Source Sum of Degrees Mean F-ratio p-value
squares of freedom square

Between 0.508 2 0.2843 8.30 0.0003
groups
Within 14.857 485 0.0306
groups
Total 15.366 487

Table 3 ANOVA Table for MER by Model (verification stage)

However, the validity of MER ANOVA is based on the
analysis of the following three assumptions of residuals:

1.Independent samples: The group of developers was made
up of separate practitioners and each of them devel-
oped its own projects, hence the data are independent.

Figure 1 Means plot of MER ANOVA (verification stage)

2.Equal standard deviations: In a plot of this kind the
residuals should fall roughly in a horizontal band cen-
tered and symmetric about the horizontal axis (as shown
in Figure 2), and

3.Normal populations: A normal probability plot of the
residuals should be roughly linear (as shown in Figure
3).

Hence, the three assumptions for residuals in the actual
data set were considered as met.

In an additional test, since ap-value = 0.0001 of the
Kruskal-Wallis test resulted less than 0.05, there was a sta-
tistically significant difference between the medians of the
models at the 95% confidence level.

Figure 2 Equal standard deviation plot of MER ANOVA (veri-
fication stage)

A second group integrated by 21 practitioners devel-
oped 68 projects that were used for validating the three
models. Once the three models for predicting the effort
were applied to these data, the MER by project as well
as the MMER by model were calculated.

In accordance with the ANOVA for MMER models
that is depicted in Table 4, there was not a statistically
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Figure 3 Normality plot of MER ANOVA (verification stage)

significant difference amongst the accuracy of prediction
for the three models (p-value is greater to 0.05) at 95% of
confidence.

Source Sum of Degrees Mean F-ratio p-value
squares of freedom square

Between 0.0471 2 0.0236 0.61 0.5426
groups
Within 7.7529 201 0.0385
groups
Total 7.8003 203

Table 4 ANOVA Table for MER by Model (validation stage)

ANOVA plots for equal standard deviation as well as
for normality were met (standard deviations were similar
and that their data showed normality).

As additional test, since ap-value = 0.8695 of the Krus-
kal-Wallis test resulted greater than 0.05, there was not a
statistically significant difference between the medians of
the models at the 95% confidence level.

5. Conclusions and Future Research

Given that no single technique is best for all situations
and that a careful comparison of the results of several ap-
proaches is most likely to produce realistic predictions [22–
24], three models were applied to the problem of software
development effort estimation in this work, and their re-
spective performances were compared. One of such mod-
els was applied for the first time to this particular problem:
the Gamma Classifier.

Two samples of 163 and 68 projects were used for veri-
fying and validating respectively the models; these projects
were developed by 53 and 21 practitioners respectively.
The 231 projects were developed following practices of
the Personal Software Process which allows the instru-
mentation of the Capability Maturity Model (CMM) at a

personal level. The independent variables of the models
were new and changed code as well as reused code, while
the dependent variable was the effort.

The accepted hypotheses in this research were the fol-
lowing:

H1Effort prediction accuracy of the Gamma Classifier is
better than those obtained from a multiple linear re-
gression, and from a fuzzy logic model, when these
three models were trained with 163 developed projects
inside of a controlled experiment.

H2Effort prediction accuracy of the Gamma Classifier is
statistically equal than those obtained from a multiple
linear regression, and from a fuzzy logic model, when
these three models were applied to a new set of 68 de-
veloped projects inside of a controlled experiment.

Based on these accepted hypotheses, the Gamma Clas-
sifier could be successfully used for predicting the effort of
software projects when both new and changed code, and
reused code are used as independent variables.

Given this competitive performance offered by the
Gamma Classifier, several extensions to the current work
present themselves for future research. On one hand, the
performance of the Gamma Classifier on this problem can
be further explored by trying different independent vari-
ables, on the same set of software development projects,
as well as applying this model to other data sets. On the
other hand, there are several associative models which ap-
pear to have similar performance to the Gamma Classi-
fier. One of these models is that of the Alpha-Beta Bidi-
rectional Associative Memories (BAMs), which could also
be applied to the current data set, with the current combi-
nation of independent and dependent variables, as well as
with different combinations of variables. Additionally, the
Alpha-Beta BAMs could be applied to other related data
sets.
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taŕıa Acad́emica, COFAA, SIP, UPIITA, and CIC), the
CONACyT, SNI, and the ICyTDF (grants PIUTE10-77
and PICSO10-85) for their economical support to develop
this work.

References
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