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Abstract: The corrected quadrature rules are considered and the estimations of error involving the second derivative are given. The
numerical examples which provides that the approximation in corrected rule of a optimal quadrature formula in sense Nikolski is better
than in the original rule are considered.
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1. Introduction Denote by

W[a,b] := e C" Ya,b], f 1 absolutel

Let F[a, b] be a linear space of real valued functions, de- la, 8] {f la, 8], f Y
fined and integrable on a finite intervial, ] C R. It is <
called aguadrature formulaor formula of numerical inte- » o°

gration, the following formula

continuous, Hf(")

with
b m
/a fa)ds = 3 Auf (@) + R, £ € Flastl, (1) e {/ e M} for 1<p< oo,
wherea,, € [a,b], respectivelyd,, k = 0,m are called 1£lloo = Ti‘fapb} |f ()]
the nodes, respectively the coefficients of the quadrature
formula, andR[f] is the remainder term. A quadrature for- We consider the quadrature formula (1) has degree of
mula haglegree of exactness equalih exactness equal — 1. If f € W'[a,b], by using Pearis
theorem, the remainder term can be written
Rleo] =0, Rle1] =0, -+, Rle,] =0, pyt
, ) /K t)dt, whereK (t)=R = .
wheree;(t) = /. Moreover, if Rle,+1] # 0, then the (n—=1)!
quadrature formula hakegree of exactness effectively equal ) )
n. For the remainder term we have the evaluat|on
The quadrature formula (1) is calleghtimal in sense
Nikolskiin the spacef, if IR[f]| < l/ F™ () dt] [/ | K (t |th] , (2
Emn(F, A, X)=sup|R ) i
nl ) feg‘ Ul 1—&-1 = 1, with remark that in the cases= 1 andp = oo

P q .
attains the minimum value with regard tband X', where this evaluation is

. b
A = {Ay}]_, are the coefficients anl = {ax};_,are ey < ‘
= = t)| dt s Kt 3
the nodes of quadrature formula. RIAl = " ®) t;fb]‘ @I, ®)
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[RIf]] < sup f(")
te[ab]

(t)| dt. (4) Let us consider the quadrature formula (1) which has
degree of exactness equal 1. The remainder term of this

Therefore, the quadrature formula (1) is optimal in the guadrature formula has the following representation
sense Nikolski in the spad&}’[a, ], if b
R[f] = / K(t)f"(t)dt, where
/|K OFd, 1o 1<p<o, ‘

p q

b—t
S |K(@)], p=1, K(t)=R[(z—t)4] = ZAk ag —t)4

F(A,X)

attains the minimum value with regard tband X, where  Let

A = {Ag}]", are the coefficients an¥ = {a;};-, are m

the nodes of quadrature formula. / 2)dr =S A f(an) + AF(B) — F ()] + R
The problem to construct the optimal quadrature for- J(@) z_: wf(ar) F®) = f() 1

mulas was studied by many authors. The first results was

obtained by A. Sard, L.S. Meyers and S.M. Nikolski. In 1 b

the last years a number of authors have obtained in manj/here4 = 5—q | K(t)dt bethe corrected quadrature

different ways the optimal quadrature formulas ([1], [5], formula of the rule (1)

(6], [10], [13], [14]). Since the remainder term has degree of exactness 1 we
In 2008, N. Ujeve and L. Mijic constructed a class of ¢an write

guadrature formulas of close type with 3 nodes. .
The main result obtained by N. Ujévand L. Mijic is P aar "

formulated bellow. Rl = K()f"(t)dt, where

Theorem 1[15] Let I C R be an open interval such that B Bl B B
[0,1] ¢ T and letf : I — R be a twice differentiable K(t) = Rl(z - t)4] = K(t) - 4.

function such thay”’ is bounded and integrable. Then we . b
have From the above relation we have K(t)dt = 0.

V2 1 V2 Theorem2 Let f : [a,b] — R b((le an absolutely contin-
/ Ut dt_if( ) (1_> f (2) _Sf(l)‘ uous function such that” € L[a,b] and there exist real
numberm|[f], M[f] such thatm[f] < f"(t) < M][f],
(5) t € [a,b]. Then

f "

The structure of this paper is as follows: in Section 2 ‘ﬁ[f]‘ < M[f] — m[f] KL

we construct a corrected rule of the quadrature formula - 2

which has degree of exactness equal 1. The estimations of

the error in term of a variety on norms involving the sec- proof. Since/ K )dt = 0, the remainder term

ond derivative are given. In Section 3 we construct some

optimal quadrature formulas in sense Nikolski. Finally, in _

the Section 4 we consider the 4-points optimal quadraturé? [f] / K 1

formula and estimations of the error in corrected rule are

given. These results are obtained from some inequalitie§an be written in the following way

point of view. Using a numerical example we will show b

that the estimations of the remainder term in corrected rule (7] — / K(t) (f”(t) _ Mfl+ m[f]) dt.
a

(6)

are better than in original quadrature formula. 2
Therefore
2. The corrected quadrature formulas ‘fgm’ <[ — ML+ mIS] H 1K
< 5 _
Itis called the corrected quadrature rule the formula which M[f] = m[f] , -
involves the values of the first derivative in end points of < 5 K-

the interval not only the values of the function in certain )
points. These formulae have a higher degree of exactnesgheorem 3 Let f : [a,b] — R be an absolutely contin-
than the original rule. The estimate of the error in cor- uous function such that” € L[a, b]. If there exist a real
rected rule is better then in the original rule, in generally. Innumberm/[f] such thatm[f] < f”(t), t € [a, b], then
recent years some authors have considered so called per- n ,

turbed (corrected) quadrature rules (see [2], [3], [4], [7]. ‘ﬁm‘ < H[}H . (f()_f(a) _ m[f]) b - a).
[8], [16]). b—a
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Proof. We have To prove that the constawt(K; a,b) cannot be replaced
b by a smaller ones we define the functiéh € C?[a, b]
/ f((t) (f"(t) — m[f]) dt such thatF” (z) = K(z), z € [a,b]. For the functionF’
the right-hand side of (8) is equal wilh — a)T(K, K)
and the left- hand side becomes
//
(o) / mif) at im| - / %

HKHOC(W_ Lf])(b—a). :/< _7/1( dt) (t)dt
Theorem 4 Let f : [a,b] — R be an absolutely contin- / K(1) dtf / K(t dt/ K(t

uous function such that” € Lia,b]. If there exist a real
numberM [f] such thatf” (t) < M|f], t € [a,b], then

7| < &) - (a1 - PO=LD) -

&l

A
)]
o

i)

E

b—a 3. The optimal quadrature formulas

Let f, g : [a,b] — R be integrable functions oja, b].

The functional In [12] were constructed the quadrature formulas of open
b type, optimal in sense Nikolskiin the spd@% [a, b], where
T(f,g) := 1 / F(t)g(t)dt p = 1,00,2. The main purpose of this section is to derive
- some quadrature formulas of close type which are optimal
b 1 b in sense Nikolski il¥2 [a, b].
- [ [etwa @ e
_a .
is well known in the literature as trégby“sev functional. /1 flz)dz = Z Aif(a;) + RIS, (9)
It was proved thaf'(f, f) > 0 and the inequality 0 ;
. be a quadrature formula with degree of exactness equal
T(f:9)l < VI(F.5) - VT(:9) where the nodes verifigs= ag < a1 < -+ < apm_1 < 1.
holds. Denote by We will calculate the coefficientsl;, i = 0,m — 1
and the nodes;, i = 0,m — 1 such that the quadrature
o(fia,b) =/ (b—a)T(f, f). formula (9) to be optimal, considering that the remainder

term is evaluate in sense of (4). Since the quadrature for-
Theorem 5 Let f : [a,b] — R be an absolutely continu- mula has degree of exactness 1, the remainder term verifies
ous function such that” € Ly[a, b]. Then the conditionsR[e;] = 0, e;(z) = 2, ¢ = 0,1, namely

m

‘7@ ‘ <o(K;a,b)-o(f";a,b). (8) Z A =1, Z Aja; = } Using Peano’s theorem the

The inequality (8) is sharp in the sense that the constanfgmainder term has the followmg integral representation
o(K;a,b) cannot be replaced by a smaller ones.

Proof. The remainder term of the corrected quadrature for-R[f] = / K(t)f"(t)dt, where (10)
mula can be written in such way

m—1
] = / R()f"(t)dt K(t)=R[(z—t)s] Ailai—t)y. (11)
b 1 b =0
= / K(t) — . / K(t)dt| f"(t)dt Theorem 6 For f € W2 [0,1] the quadrature formula of
a the form (9), optimal to the error has the following nodes
and coefficients
/ K(t)f"( dt——/ K(t dt/ (@)
1 6 —+/2 -
. 1" Ag= —h, Ay = ——h, AL, =2 =2,m—2
b a) (K f ) 0 \/§h7 1 2 ha k h7 k , M )
From the above relation we obtain
. 2 3
RIf| = |6 - )T (K. ) A = 250,
< V(b= a)T(K,K)/(b—a)T(f", f") 2
:U(K;a7b)-a(f”;a,b). a1—2zh Z—O m — 1 Whereh—m
(© 2012 NSP
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The remainder term has the following evaluation

R[f]| < Zg (3f 322 + 40 + 12m) 1" oo

Proof. The remainder term can be evaluate in the follow- _

ing way

RU < 1" - / K ()]dt.

k
If we denotez N\ =,

i=1

k
_ZAiui:ﬁ/m k= 17m_ 27
_ i=1
it follows

—u?, 0<u <y,

1 _
K(u)= §U2—aku—ﬁk7 up < u< ugyr, k=1,m—2,

1

5(1 —u)? = Ap(1 =), Uy <u <1

Let us considefuy, ux41] = [a — h,a + h]. The parame-

The quadrature formula is optimal with regard to the errorters of the optimal formula can be obtained by identifying

1
| K (t)|dt — minimum.

0
If we consider the substitutioh— ¢ = u, the function
K can be written

m—1
Kt)=K(1-u)=K A;lu—(1—a;)]

=0

+

l\.’)M—l

Denote byl — a; = uy,—;, ¢ = 0, m — 1. Then the nodes
ug, k = 1, m verifies

O<uy <us <---<uy=1, and

m—1
~ 1
K(u) = §uQ - Z Ai(u — Upm—i)+
=0
1 m
= §u2 — ZAm,i(u ui)+

If we denoted,,,_; = \;,i = 1, m, then

K(u) = Zu® - Z/\l(u — )+
i=1

N |

the function K with the Chebyshev orthogonal

[k, uk41]
polynomial of the ske+cond kind of degr@eon the inter-
val [uy, up1], with the coefficient ofu? equal with1/2,
namely

_ 1 1 .- —
K(U)Z§U2—akU—5k:§h2UQ (uha> )

wherelU,(z) = 22 — 1 is the Chebyshev polynomial of
the second kind of degree 2, on the interjval , 1].
By identifying the coefficients we obtain
Uk Ukt 1 3 hiziaﬁifﬁi(ukJruk-s-l)Q
2 T 28 8 '

[b — h1,b+ hi], we have

% % 1 277 3h2
K(ugs1 —0) = K(a+h) = ih Ux(1) = e and

2
1) = % Since

A —=a=

If we denote byfug1, ugto] =

~ ~ 1 ~
K(uk+1 +O) = K(b— hl) = §h%Ug(—

K e Co, 1)it follows thatus, . . . , u,, are equidistant nodes
andukH —ugx = 2h, k = 1, m — 1. From the condition

K(ul—O) K(U1 -‘rO)

2 8
V3h 4(k—1)+\/§

- anduy = ————"hk =

we obtain

Uy = 2,m.

Since the quadrature formula has degree of exactness 1 0 obtain the parameteh can be USEd the relation

follows
m—1 m—1 1
A =1, A;a; = 3 namely
i=0 =0
)\z = 1, )\iuz = -, 12
2N 2 A )

=
S
Il
S N =
IS
[\v]
|
b
S~
IS
+
(]~
g
£

B
A
<
IN
<
e
= &
=
|
\'H
3
|
N

N |

uy + (ug —uy) + -+ + (U — um—1) = 1 and we have

= ————— Therefore, the nodes of the optimal
4(m—1)+3
guadrature formula arg, = 2ih, i = 0,m — 1.
The quadrature formula is optimal with regard to the
error if

=, Jreo

u1
I= Zlk., 10:/
k=0 0

Uk+1
zk:/
U

We have

du — minimum, where

%du,

f((u)’du, k=1,m—1.

(© 2012 NSP
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ks [ 6(2+v2 _
Ik=/ §u2—aku—ﬂk du AO:Am:(S)h, Ap=2h, k=2,m —2 (15)
U
a+h 1
_ 2 4—v2)4/3(2+V2) +8
- /a—h iu kU ﬁk du Al :Am—l = ( ) ( ) ha
8
ot 1 h? S 1
= 5 t—fdt:—,]{::[’m—Q’ Whereh:
2 4 4 )
S ; 2(m —2) +1/3(2+ V2)
Ip_q = / @ — A (1= )| du The remainder term has the following evaluation
Um —1
1—27, 2 h?
_ / [(1 _QU) — Am(1 — u)} dt IRIf]] < §HfHHoo
Um—1
1 (1 - u)? Proof. The remainder term of quadrature formula (13) can
— / { — A (1 — u)} dt be evaluate in the following way
1-2X\,, 2
4 1 1 1
= 3Am — 5 (1= um1)* A + (1= ). RIf)| = t)f”(t)dt‘ <Nl - / K (t)]dt,
From the condition thaf,,,_; to attains minimum value 0
we obtain where
o = (1= 1) = —=h (1 m
"Taa YT R K(t) = Rl(x— )] = =D Aiai -
1=0

k
Using the relation) " \; = ay, k=T,m— 2 it follows  The quadrature formula is optimal with regard to the error
=1
A = arp — ag—1 = 2h, kK = 2,;m — 2 Also, we have lf/ |K(t)|dt — minimum.

2
AN = ay = + fh From reIannZ \; = 1 we find Ifwe consider the substitutioh— ¢ = u, the function
p K can be written
A — 6 — \/ih m
m-1= ' Kt)=K(1—u)= fu —ZA —(1-a;)],.

Therefore, we obtain the following coefficients of the
optimal quadrature formula
Denote byl — a; = u,,—;, i = 0, m. Then the nodes,,
1 6_\/§h’ A =2h, k=2 m—2, k =1, m verifies

Ag=—=h, A1 =
0 \/5 1
O=up<uy <ug <--<uy=1, and
2+ \/3 0 1 2
Ap_1= 2
m
In the next part of this section we will calculate the z () — 1u2 - ZAi(U — Umi)4
coefficientsA;, i = 0,m and the nodes;, : = 1,m — 1 2 et
such that the following quadrature formula which degree ) m
of exactness 1 = 5u2 = Api(u— )y

1 m
/0 F@)de =3 Aif(a) + RIf, (13)
i=0

where0 = a9 < a1 < -+ < a,, = 1, to be optimal,
considering that the remainder term is evaluate in sense of
(4).

Theorem 7 For f € W20, 1] the quadrature formula of
the form (13), optimal to the error has the following nodes Since the quadrature formula has degree of exactness 1 it

If we denoteA,,,_; = \;,i = 0, m, then

i — )4

I\B\H
Ms

=0

and coefficients follows
3(2 + V2) 3(2 + v/2) Sy 1
0 = ————h apa =1 - ————h, (14) ZA !, ZA ai = 5, namely
Alm—k—1)+/32+v2 - N _
1o ( )2 ( )h7k:2’m72, ZA 12/\1” 5 (16)

© 2012 NSP
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and the functionk’ can be written

1
§U2 —Aou, ug <u <L uy,
1 k
- 5“2_2)\i(u_ui)a up < u < Upga,
K(u) = i=0
k=1m—2,
1 m—1
5“2 - Z )‘z(u - ui)a Um—1 S u S U -
i=0
k k
If we denotez Ai=ay, — Z/\ﬂti:ﬁk, k=1,m — 2,
. i=0 i=0
it follows
14
§U _)\Ouv Uo <u Sula
- 2
K(u)={ 3% —owt— Br, ur < u < ugqq,
k=1m—2,
1
5(1 - u)2 - )\m(l - U), Um—1 S U < Uy

Let us considefuy, ux41] = [a — h,a + h]. The parame-
ters of the optimal formula can be obtained by identifying
the function K with the Chebyshev orthogonal

[uk7uk+1]

polynomial of the second kind of degr@eon the inter-
val [uy, up1], with the coefficient ofu? equal with1/2,

namely

whereUs(z) = 22 — 1 is the Chebyshev polynomial of
the second kind of degree 2, on the interjval , 1].
By identifying the coefficients we obtain

K(u) =

u—
h

a

1 1 5~
§u2 —apu — O = §h2U2

U+ U1 h?  a? h2 (up+ups1)?

agp=a=——, =05 =5—"—"—""——.
2 8§ 2 8 8

If we denote byuy11, ukt2] = [b — h1,b+ hq], we have
. . 15~ 3h?
K(upyr — 0) = K(a + h) = 5h2U2(1) =5 and
5 . 1 5~ h? .
K(ug41+0)=K(b—hy) = ithQ(—l) = ?1 Since

K € C[0,1] it follows thatu,, ..., u,, are equidistant
nodes andix 1 — ux = 2h, k=1,m — 1.

The quadrature formula is optimal with regard to the
error if

1
I :/ ’f{(u)‘ du — minimum, where
0

2

ul m
I = Ik,I:/ — — Mu| du,
0 2
k=0
Uk+1 |1 —_—
1k=/ S = = G| du, k=T 1.
Ug

2

We have
Uf — )\()u

uy
= |
O 2
2)\0 1 U1
/ (/\ou — u2> du +/
0 2 2o

du

1
(211,2 — )\ou> du

4 1 1
Uk41 1
Ik:/ 2u2—aku—ﬁk
Uk
a+h
/ U2 —apu — Bl d
a—h
3 3
’L/ ’dt LU )
2 4
/ — — \pul du
Um —1
1—Um 1 2
t
/ - A t‘ dt
1 1
e _lqo m—1)*Am + = (1 = up_1)>.
Using the condition thaf,, respectivelyl,, ; to at-
tains minimum value, we obtain
Ao = iu respectively\,, = L(1 — Upmp—1)
0 — 2\/§ 1, m — 2\/5 m—1)- i
I 3h
From the conditionk (u; — 0) = K (u; + 0) = 5
/32 +V2)
we haveuy; = ~———h, and
4k —1) +4/32+V2)
Up = 5 h,k=2,m— 2.
- . 3(2+2)
In a similar way we finds,,, 1 =1 - ~————h.To

obtain the parametér can be used the relation

up+(ug—u)+- -+ (1 —upm_1)=1
and we have
1
h= .
2(m —2) +1/3(2+ v2)

Therefore, we obtain the nodes of the optimal quadra-

ture formula given in (14).
Also, it follows

1 6(2+v2)
)\0 = 2\/5’&1 3 h,

1 (2+V2)
)\m:T\/i(].—um_l)— 3 :>\0.

(© 2012 NSP
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k

Sincez Ai = ag, we have\y + \; = a1, hamely In the next part of this paper we consider a corrected ver-
i=0 sion of the optimal quadrature with 4-points and we show
that this rule provides a better approximation than the orig-
4—/2)1/3(2 +2) + 8 inal rule.
M =u+h-— 1 up = (4= V2)y/32+ v2) h. Consideringn = 3 in Theorem 7 we have the follow-
2v2 8 ing optimal quadrature formula
. . 1
Also, from the above relation we find F(@)dz = Aof(0) + Ay f(ar) + Asf(az)
0
)\k:ak—ak_l :2}1, k:2,m—2 +A3f(1)+R[f], (20)
m where
From relationz \; = 1 we obtain)\,,_1 = \;. 6(2 + v2)
i=0 Ag=A3=—+———h,
Therefore, it follows the coefficients of the optimal 0 ° 8
quadrature formula given in (15). (4= V2 /32 + V3) + 8
A=Ay = h,
8
4. Numerical examples 3(2 +/2) 1
a1 = h,as =1—aq, h=

The main purpose of this section is to derive corrected 2 24+ 1/3(2+V2)
rules of the second optimal quadrature formula obtained
in previous section. We will show that the corrected for- The remainder term has the following representation
mula improves the original formula. Iz

Using the algorithm described in the second section we / K(#)f"(t)dt, where
obtain the following corrected quadrature formula of rule 1
13) 3t —Aot, 0<t<a,

/ Fdr=3" A A - FO)IRILAT KO ={ 1 (A0 4 AN+ A, ay <t <
0 : 1

2
where the nodes;, respectively the coefficients;, i = 5(1 — 1)
0, m are given in relations (14), respectively (15) and

—A3(1—t), a2§t§1.

Using (17) we obtain the following corrected quadrature

1 L formula of (20)
A= / K(t)dt = / K (w)du X
0 0 /0 f(x)dz = Agf(0) + Ay f(ar) + Asf(az) + Asf(1)
+A(f/(1) = £(0) + RIf], (21)

3

whereA = 2—8 [4 +3(1 —V2)\/3(2 + \/5)} and

h3
=& {4(771—2)—&-3(1— V2) 3(2+J§)].
Remark 8 If we consider in Theorem 7 the particular case
m=2 we obtained the following optimal quadrature for-
mula of close type with 3-points

1
N Rif| = [ KOf @, with K(0) = K@) - A
[ o= Lo+ 252 (3) 0
\f Theorem 9 Let f : [0,1] — R be an absolutely contin-
+ ?f(l) + RI[f], (18)  uous function such that” € L[0,1] and there exist real

numberm/[f], M[f] such thatm[f] < f"(t) < M][f],
and the corrected rule of this quadrature formulas is givent € [0, 1]. Then

5 M[f] = mlf]
R[f]| < 0.00462291793614 - —= 12
4—v/2 1 2
/ fonte = 2500+ 4221 (3) + o) ] ’ .
Theorem 10 Let f : [0,1] — R be an absolutely contin-
4-3V2 , - uous function such that” € L[0, 1]. If there exist a real
+ g5 LW = FOI+RIF (19 numbenn|f] such thatm[f] < f”(t), t € [0, 1], then

The optimal quadrature (18) and the corrected rule (19) 132+ (15 +3v2)v6 + 3v2
were obtained by N. Ujebiand L. Mijic in [15]. Thisresult | %L }‘ <5 21 /61373
motivate us to seek the optimal quadrature formulas with * *

more than 3-points and their corrected rules. x (f'(1) = f1(0) = m[f]).

© 2012 NSP
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Theorem 11 Let f : [0,1] — R be an absolutely contin-  [2] P. Cerone, S. S. Dragomir, Midpoint-type rules from

uous function such that” € L|0, 1]. If there exist a real an inequalities point of view, Handbook of Analytic-
numberM f] such thatf” (¢t) < M[f], ¢ € [0, 1], then Computational Methods in Applied Mathematics, Editor: G.
Anastassiou, CRC Press, New York, (2000), 135-200.
‘k[f]‘ < 132+ (15 +3v2)V6 + 32 [3] P. Cerone, S. S. Dragomir, Trapezoidal-type rules from
= 48 /7 9. /o an inequalities point of view, Handbook of Analytic-
(2+V6+ 3\@)3 Computational Methods in Applied Mathematics, Editor: G.
x (M[f] = f'(1) + f'(0)). Anastassiou, CRC Press, New York, (2000), 65-134.

[4] P. Cerone, Three point rules in numerical integration, J.
Non-linear Analysis, 47, (2001), 2341-2352.

[5] G. Coman, Monosplines and optimal quadrature formu-
lae, Rev. Roum. Math. Pures et Appl., Tome XVII, No.9,

Theorem 12 Let f : [0, 1] — R be an absolutely continu-
ous function such that” € L,[0, 1]. Then

> ",
‘R[f ]’ < C-o(f%0,1) where (22) Bucharest, 1972, 1323-1327.
y [6] G. Coman, Monosplines and optimal quadrature formulae
1/2 in L,, Rendiconti di Matematica (3), Vol. 5, Serie VI, 1972,
o 2374+ (12v/241080)v/6+3v/2+783v/2 . 567577
11520(2++/6+31/2)6 [7] S. S. Dragomir, R. P. Agarwal, P. Cerone, On Simpson’
The inequality (22) is sharp in the sense that the constant ;égfggg“w and applications, J. Inequal. Appl., 5 (2000),
C cannot be replaced by a smaller ones. [8] I. Franijic, J. P&aric, On corrected Bullen-Simpson’ s 3/8
Remark 13 Considering that the remainder term of origi- inequality, Tamkang Journal of Mathematig3(2), (2006),

nal, respectively corrected quadrature formula is evaluate __ 135-148.

in sense of (2) witp € {1,2} we obtain the following [9] D.V. Iont_escu, _Cuadratl_Jri numerice, Editura TelRnic
Bucuresti, 1957 (in romanian).

inequalities 5 ) [10] F. Lanzara, On optimal quadrature formulae, J. of Inequal.
& Appl., 2000, Vol. 5, 201-225.
IRIAI < 1K oo - 1L£7 1l = 3 - A : g -
8 2+ /6 + 3\/5)2 [11] Qér?cagdiglégear Approximation, Amer. Math. Soc., Provi
~ 0.01386614276036 - Hf//||1> [12] D.D. Stancu, G. Coman, P. Blaga, Ana@inumeria
si Teoria aproxirarii, Vol 1l, Presa Universitét Clujear,
’fgm’ <Ko - 1111 2002 (in romanian).
[13] N. Ujevic, Error inequalities for a quadrature formula and
- i . 32+ (15 + 3\@)\/6 +3v2 A igzl(i)cations, Comput. Math. Appl., 48, 10-12 (2004), 1531-
T 48 NEENG ! :
2+ v6+ 3\5)3 [14] N. Ujevic, An optimal quadrature formula of open type,
~ 0.01386273025465 - || f”||1, Yokohama Math. J. 50 (2003), 59-70.
[15] Ujevi€, N., Miji€, L., An optimal 3-point quadrature for-
IR < IK]l2- 1.f"]|2 mula of closed type and error bounds, Revista Colombiana
1/2 de Matenaticas42(2008), 209-220.
—924(9v/2-54)\/6+3v/2 11 [16] N. Ujevic, A. J. Roberts, A corrected quadrature formula
= —_— . 2 . . _
1920(2+ /76—&—3\/5)5 and applications, ANZIAM J. 45 (2004), 41-56.

~ 0.00553941461773 - || "2,

U] < 1K ]2 - 1611

1/2

2374+ (12v/2+1080)v/6+3v/2+783v/2 T

= : 2
11520(2+1/6 + 3v/2)6

~ 0.00553941356661 - || f||2.

We can remark that the estimations of the remainder term
in corrected rule are better than in original quadrature
formula.
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