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Abstract: Ontology similarity measure and ontology mapping are widesed in knowledge representation and information
processing. One method to get ontology algorithm is usimglyiLaplacian semi-supervised learning method, all thecesr of the
ontology graph are mapped into real numbers. Then ontolmgyasity measure algorithm is obtained by comparing théedénce of
their corresponding values. In this paper, the stabilitgrtblogy algorithms is studied by adopting a strategy whidjusts the sample
set by deleting one element from it. The generalized bounslich leave-one-out stability is given.
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1 Introduction method. Ontology concept similarity computation
algorithm with regularization framework of hypergraph
was raised by{]. And, new algorithm given byd] using
vertices matching. More details can be seendj [10],
11, [12], [13], [14], [15], [16].

As the ontology has the ability to express concept
semantics through the relationship between concept
portray the intrinsic link between concepts, and excavat L . .
those hidden and not clear concepts and information. So, _tr'lAVOEtOIOgy grath tﬁ v, Et) ISaa Wi'r?hteéj grapth

it can better meet user requirements in the recall and""d _'{\ﬁt’/\}-:' Vn} I'St gvetrr]exdseﬂi ISE Lete .ge_sg’
precision aspects, and realize the retrieval intelligent.f"f"’t‘h awelg .éassbo?ae wi def fl cE. tﬁ \;VItJh_ .
Moreover, ontology-based retrieval methods are more i €re 1S no edge betweanandv;. ASsume that there I
line with the of human thought can overcome the & subset o/ (G) whose vertices are labeled with values
shortcomings of the information redundancy or yife R't' For faII vte V(%)]’ veptorfv represent 'thed
information missing caused by the traditional information information ‘of Vertexv. € aim ol Seml-Supervise
retrieval methods, and the query results can be mordSamMing algorithm for ontology graph is to predict the
reasonable. Recently, ontology similarity computation isValUes Of the rest of the vertices. In this way, all the
widely used in medical science biology science (forvertlces on ontology graph are mapped into real numbers,

instance, seel]) and social science (for instance, see and we can get a ontology similarity measure by
[2]). As ontology used in information retrieval (for CcOmMParing the difference of their corresponding values.
instance, se€d]), every vertex can be regard as a concept
of ontology, measure the similarity of vertices using the . .
informatigr}: of ontology graph. Y ) Mapping Ontology Graph to the Real Line

The key trick for ontology similarity measure is to
find the best similarity functiorf : V xV — Rt U {0},
which maps each pair of vertices to a non-negative rea
number. Gao and Liang4] raised a ontology concept
similarity method based on proximity computation. Gao,
Gao and Liang j] posed a ontology similarity measure
by finding e-neighborhood of vertices. Xu et. ab][gave S(f) = zWij (fi — f,—)z.
a new ontology mapping using dimensionality reduction i

We want to approximate a good function on a ontology
raphG, with the weight matriXM;j. A normal method is

o consider about this function with few jumps. The

standard model for seeking good functions by taking

small values oS stated as follows
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Let L = D - W be the graph Laplacian with Scan be divided as
D = diag(y;Wii,---,Y;Wni). By spectral graph theory, we

have S— (STl SZ)
ZWij(fi—fj)ZZfTLf. S S

! ~ where §;, $ and & are k x k, kx (n—k) and
Let G = (V,E) be a connected ontology graph with (n — k) x (n — k) matrix, respectively. Let

IV(G)| = n # » and the weight matri¥\i;. The aimisto § _ (fer,-,fn).  Then, it follows  that
find a functionf : V — R. However, ontology graph is . ot s(sy1sl9)
changeable model and there often new vertices add to oll = S3'S3 (V.. %" + p1), and p = “isi)

ontology graph. Thus, in this case, we have only partialObviously, algorism 2 is the limit case of algorithm 1
information for old vertices. We assume the mformatlon wheny — 0. The conditionf L 1 is also suggested for
for first k vertices are known, i.ef(vi) =V, 1 <i <k algorism 2 as well as algorism 1.

The labels get form experiments on old ontology graph

and can potentially with noise. Multiplicities are also

allow for data vertices, i.e., each vertex of ontology graph3 Main Results and Proof

may appear more than once with differ or same vglue

Lety= ¢ >yi andy'= (y1—V,--- .Yk —Y). There are  The learning algorithm is to find a functidi : V — R for
two kinds of standard ontology algorithms: the given sample sdt. To measure the quality of function,

Algorithm 1: (Ontology algorithm with parameter we use the generalization eriff) as follows
y € R). Let S=LP (p € N) be a smoothness matrix. We

add the conditiory f; = O for algorithm stability use. The R(f) =Eu(f(v) —y(v))2
standard model is to minimize the square loss function
with smoothness penalty. However, the underlying distributiom on V x R is
. unknown, and we can not compuRef) directly. Instead,
F—ar 4L T (A we measure empirical risRy(f) (with the square loss
gf (g, »fn ). fi=0 kZ - +Vf @ function) for our aim:
W.l.o.g., we always assume that the labeled vertices 2
on ontology graph are firstones. Since we allow vertices Re(f) = Kk Z(f(vi) —¥i)%
with different labels or the same label several times, the
value ofl might be distinct fromk. Lefl= (1,1,---,1), Let A1 be the smallest nontrivial eigenvalue of the
Y = (YiYu,3iY2i,*»%iYm,0,---,0), ¥ be then-vector,  smoothness matri. The main result in this paper states

and the labels sum Corresponding to the same vertex OBs follows reveal the general bound for the ontology
the ontology graph. By standard linear algebra, thea|gorithm 1.

solution of (1) can be given as follows: Theorem 3.1.Let y be the parameter for Algorithm T,

= 1. be a set ok verticesvy, - - - , vk with labelsys, - - -, yx which
f=(kyS+1i) " (F +H1). @ satisfy |yi| < M, and each vertex appears no more than
times. Assuming thatv, |fr(v)| < K. Denotefr as the
solution of (1) using the smoothness functioBavith the
smallest nontrivial eigenvalul. We get with probability

Ik:diaqnlanf"7n|707"'70)' (3) 1-o

Letn; be the occurrence numberitt labeled vertexin
the sample set arlg be a diagonal matrix of multiplicities

pis chosen in ordertb L 1 (=0 means this conditionis |5 (1) _ R(f;)| < B + M(kﬁ KM

dropped). Denote linear functics@f) ass:f— z, fi. We k
get 0= s(f) = s((kyS+ Ix)~1§) + s((kyS+ I)~11). Thus, where
we infer 3MVIK 3M
k L)~ 1§ — .
u:_w. B (ky)\l—t)2+ky)\1—t

S((kyS+1k)~11)
. : . Proof. The result follows from Theorem 3.3 and
Algorithm 2: (Ontology algorithm with no Theorem 3.4 directly. O

parameters). By assuming the valueg, ..., ¥k with no Our result rely heavily on following definition and

noise, then multiple vertices in the sample set are 4 [e] SN

allowed in this case, and the ontology optimization e ) ) ) i

problem is to find a smoothness function satisfying Def|n|'t|on 3.2. A symmetric ontology algor!thm is said to

fvi)=¥,1<i<k be uniformly LOO (leave-one-oufj-stable, if for any two
- training setsT; andTy,

f=ar min fTLf.
gf:(YL'"-,)7k-,fk+1a"'-,fn>-,2 fi=0 VV, | le (V) - sz (V)| < Ba
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where T, is the training set such that last vertices is

removed formr;.
Theorem 3.3.(Bousquet and Elisseeft¥]) For a-stable
algorithmT — fr, we have {e > 0)

P(IR(fr) — R«(fr)|

2
> &+ B) <2exH— ke

KB+ (k)2

We now get the stability on ontology graph for leave-

Let A= P (ykS+ Ix), B = Py(ykS+1,) restricted to
the hyperplanél. With fact that||||. < ||||, we have

f_ f/ _ A—ly _ B—ly/ _ A—l(y _ y/) _'_A—ly/ _ B—ly/.
Thus,
[f=Fllo < [[f=F[| < |AHF—=F) + A =B

Note that the spectral radiusAf! andB—* are at most

1 NV
one-out case, and this result is important to get Theoreniy, <+ e get|y—y'|| <3M and

3.1

Theorem 3.4. (Stability on Ontology Graph for LOO
Case). For sample set of sixewith multiplicity of at

mostt, parametey and smoothness function@l Assume
that kyA; —t is positive. Then, Algorithm 1 is a

(%2 + ek )-stable algorithm,

3M
kyAr —t°

Ay -9 <

Obviously, ||§|| < 2v/ktM, and the spectral radius of
Py (lk— Il;) smaller than 1.5, we obtain:

Proof. Let H be the hyperplane orthogonal to the |A™'Y —B~'¥/'|| = B~ (B—A)A"'Y||

vectorl, andRy be the orthogonal projection d#. Then,
H is invariant unde6. According to (2), we have

(kyS+l)f =§+ ul,

wherep is chosen anéle H. The ontology graph vertices

is ordered so that the labeled vertices are in the front. Then

the diagonal matrixy stated as (3) and < t. Obviously,

| < kand the spectral radius gfis maxng,---,n) <t.
Moreover, the smallest nontrivial eigenvalue 8f

restricted toH is A;. According to the triangle inequality

and the fact thatR (v)|| < ||v|| for any vectow, we infer

([P (kyS+)f[| = [IPHkySH | — [[Rulif[| = (Ayk =) [f]

holds for anyf € H. It implies that, for restricted, the
inverse operataiPy (kyS+ 1)) ~1's spectral radius can not
greater tharfA;yk —t) 2.

Lety, y’ be the vertices vectors such tlyats get from
y by removing one vertex. Thus, we denote

y= (ZYilazYiZa'“ aZYiI7YI+1707"' 70)7
| | I

y' = yis,y Vi Y Vi, 0,0, 0).
| | |

The sums are taken over all valuesyaforresponding to a
vertex on a ontology graph.

Lety andy be the averages gfandy’, respectively.
Then,|ly—¥| < % and that the entries of, ¥ differ last

entry, which differ by at mostl + % So, we obtain

1591 < o+ Mz iz < aw,

f= (R (kST 1) 7.
= (R (kS +10) 'Y,

wherel, = diaginy,---,n_1,0,0,---,0) is n x n diagonal
matrices and the operator is restricted to the hypergtane

= (1B~ (Ik— LA™Y

- 3Mv/tk
= (kyAp—1)2°
Combining all the fact together, we finally get
It < 3M vtk 3Mm

= k=02 Tk =t
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