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Abstract: To segment the infrared insulator image efficiently, an improved Unit-linking PCNN algorithm, which makes improvements
on both the linking coefficientβ and the standard for choosing the best segmented image, is proposed inthis paper. The relationship
of the gray value of each neuron is used to determine the linking coefficient β andMSE, which consider the relationship between the
gray value of the original image and the segmented image, is used to determine the best segmented image. The proposed algorithm
is tested on both the standard test images and the aerial infrared images and the results show that the proposed algorithm gives better
segmentation of the target image and better vision effect and less time are needed to get the best one.
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1 Introduction

Inspecting line by helicopter is a new line maintenance
method, which is efficient, fast, reliable, and cant be
impacted by geographical factors. At present, China has
carried out studies on Inspecting transmission line by
helicopter. Infrared thermal imaging technology can
convert the surface temperature of the invisible measured
object to intuitive thermal images, which has been more
widely used in the field of industrial measurement and
control by virtue of its advantages such as non-contact,
safe, reliable, fast and accurate. Inspecting by helicopters
equipped with infrared cameras is used to transmission
line inspection more and more. Analyzing the
characteristics of the insulator is the basis to diagnosis,
which requires segmenting the infrared image containing
insulator. Image segmentation refers to the process to
segment the image into regions each with features and
extract the interest objects and it is a hot and difficult field
of computer vision. The main methods for image
segmentation includes clustering method [1,2,3], region
growth approach [4], edge detection method [5] and
multiseale gradient watersheds [6] etc. In recent years,
pulse-coupled neural networks(PCNN) has sprung up as
the third generation of neural network, which comes from

the studies on the cat visual cortex [7,8,9].This signal
processing mechanism has been widely used in image
segmentation [10,11,12,13,14,15,16,17], feature
extraction [18,19], object recognition [20,21,22] and
image fusion [23,24,25,26] etc. However, there are many
parameters which are difficult to assign in PCNN and the
assignment of them has direct effect on the performance.
To solve this problem, many simplified PCNN models are
proposed by researchers, including the intersecting
cortical model [27], the spiking cortical model (SCM)
[28] and the unit-linking PCNN model [29], among
which, Unit-Linking PCNN(UL-PCNN) has attracted
many researchers by virtue of its simple assignment of
parameters and better performance of segmentation and
has been applied in some fields such as edge detection
[30] and feature extraction [18] etc. But the solid value
0.2 of linking coefficientβ cant reflect the linking relation
between neurons accurately. In fact, the linking relation
between neurons will vary as they are in different regions,
of different gray value. In addition, UL-PCNN uses
maximum Shannon entropy as a criterion to select the
best segmented image, which will result in worse
performance on the segmentation of infrared image with
low contrast or low proportion of object. An improved
UL-PCNN segmentation method called MUL-PCNN for
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infrared insulator image is presented in this paper, which
can solve these two deficiencies of the UL-PCNN.
MUL-PCNN gives better performance when the image is
low contrast and has low proportion of object. Whats
more, it is significant for the theoretical research and the
standard for best segmented image selection in PCNN.

2 The PCNN model

The PCNN is a two-dimensional neural network. As
shown in fig.1 [35], a neuron of PCNN consists of an
input part, linking part and a pulse generator. [16,31,35]
describe the definition of PCNN as Equ.(1)-(5):

Fi, j(n) = e−αF Fi, j(n−1)

+ VF ∑
k,l

Mi, j,k,lYk,l(n−1)+Si, j (1)

Li, j(n) = e−αL Li, j(n−1)+VL ∑
k,l

Wi, j,k,lYk,l(n−1) (2)

Ui, j(n) = Fi, j(n)(1+βLi, j(n)) (3)

Ei, j(n) = e−αE Ei, j(n−1)+VEYi, j(n−1) (4)

Yi, j(n) =

{

1, Ui, j(n)> Ei, j(n)
0, Ui, j(n)≤ Ei, j(n)

(5)

In these equations, Equ.(1) describes the model of
feedback input subsystem, whereSi, j is the input matrix
of stimulus signals, usually corresponding with the gray
value of image pixel in (i, j) position, Fi, j(n) is the
feedback input of the neuron in (i, j) in the nth time and
Yi, j(n) is the binary output of the neuron. Equ.(2)
describes the model of linking subsystem, whereLi, j(n) is
the linking input. The modulating subsystem is described
in Equ.(3), whereUi, j(n) is internal activation element
and the dynamic threshold subsystem is described in
Equ.(4), whereEi, j(n) is the dynamic threshold. Equ.(5)
describes the firing subsystem, wheren is the number of
the iterations,M and N are weight matrices( generally
M = N) for linking input, αL, αE , and αF are the
attenuation coefficients of the dynamic threshold, linking
input and feedback input, respectively,VF , VL andVE are
the range constant ofFi, j(n), Li, j(n) and Ei, j(n)
respectively andβ is the linking coefficient. When PCNN
is used to image segmentation, the pixels of input image
acts as neuron and the gray value of each pixel
corresponds withSi, j, the input of neuron. Assume the
primary value of neuron is 1, in the first iteration,
compare the internal activationUi, j(n) and the threshold
Ei, j, if Ui, j(n) > Ei, j, the pulse generator will be activated
and the neuron will be fired, an impulse or a sequence of
impulses will be generated, which is called a ”firing” and
the output of the neuron is 1. After that, the thresholdEi, j
will be increased quickly by the feedback, when

Ui, j(n) ≤ Ei, j the impulse generator will be closed and
stop generating impulse, the output of neuron will be 0,
and then, the thresholdEi, j will decreased exponentially
with attenuation factorαE , when Ui, j(n) > Ei, j, the
neuron will be fired again, the output will be 1. This
procedure will constantly continue. When a neuron is
fired and generates an impulse, the pulse signal is
transmitted to the adjacent neurons, the one having an
approximate gray value will be fired rapidly and generate
an impulse. Similarly, when a neuron flames out with the
increase of the threshold, the adjacent one with an
approximate gray value will flame out quickly. Thus,
activation of a neuron may cause adjacent neurons with
similar gray value activated naturally to form a cluster of
similar neurons, which is corresponding to the area with
similar characteristic in the image. It is based on this that
the image segmentation can be performed.

3 The UL-PCNN model

The UL-PCNN model is a simplified model of PCNN
proposed by Xiaodong, Gu. Improvement is made on the
linking channelL and thresholdE of PCNN. In PCNN,
the composition ofLi, j is so complicated that its change is
related to the channel parameters ofL andYi, j consisted
of the firing status of neurons, which makes the
transmission very complex, meanwhile, the dynamic
threshold is corresponding withαE andVE . To solve this
problem, Unit-linking is introduced in [29], which means
to each neuron, the signal of channelL Li, j will be 1 as
long as there is a fired neuron in its neighborhood(not
including the core neuron itself), otherwiseLi, j will be 0.
In UL-PCNN, a fired neuron will fire any unfired neurons
with similar gray value in its neighborhood, thus, the
transmission of signal is clear and easy to manage.Li, j is
described by Equ.(6):

Li, j(n) =







1, ∑
k∈N(i j)

Yk(n−1)> 0

0, ∑
k∈N(i j)

Yk(n−1) = 0 (6)

where, N(i j) represents the neighborhood of(i, j). To
simplify the computation, matrixE is replaced by a
constant matrix and the value will decay by a positive
attenuation constantδ not by exponent. The simplified
equation is Equ.(7).

Ei, j(n) = Ei, j(n−1)−δ +VEYi, j(n−1) (7)

To get the best results, the image is segmented twenty
times from high gray value to low gray value, a binary
matrix is got in each iteration as the result of segmentation.
The optimal segmented image is selected by the image’s
Shannon entropy as defined by Equ.(8). The one with the
largest image’s Shannon entropy is the optimal one and
will be used as the final result of segmentation.

H =−P0log2P0−P1log2P1 (8)
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Fig. 1: PCNN’S neuron model

whereP0 andP1 represent the probability of the segmented
image whose intensity is 0 and 1, respectively.

The algorithm based on UL-PCNN is as follow:
Step 1: Normalize the Original image. Assume

L =U = Bin = 0, E = 1. Meanwhile, each pixel does not
fire, that is, Y = 0. Assume N = 20, β = 0.2,
δ = 1/20 = 0.5, VE = 100(to prevent the fired neuron
from firing again, normally bigger than 1),
K = [1 1 1;1 0 1;1 1 1].

Step 2: L = conv2(Y,K,′ same′), L = step(L),
Inter = Y , U = F. ∗ (1 + . ∗ L),
Y = step(step(U −E)+Y ), where, conv2 represents the
convolution function and step represents the step function.

Step 3: IfInter = Y , go to step4, else, go back to step
2.

Step 4: IfY (i, j)= 1, thenBin(i, j)= 1(i= 1, · · · ,r; j =
1, · · · ,c). where ,Y (i, j) andBin(i, j) are elements ofY ,
Bin respectively.r is the height of the image.c is the width
of the image.

Step 5:E = E − δ +VE ∗Y . On one hand, decrease
threshold with the increase ofN. On the other hand,
prevent the fired neuron from firing again.

Step 6: Calculate the image Shannon entropy ofBin.
Save theBin which has the maximum image Shannon
entropy till now asRes. When the algorithm is finished,
Res is the final result.

Step 7:N =N−1, if N 6= 0, go back to step 2, else end.
The characteristic of this method is that there are

fewer parameters and they are relative solid, such as
β = 0.2, δ = 1/20 = 0.5, VE = 100, so it can
automatically and efficiently segment images without
choosing different parameters for different kinds of
images. However, the solid parameters bring forth some
shortcomings:

1) β is linking coefficient which represents the
coupling intensity of the neuron and the neurons in its
neighborhood, which reflects the difference of them to
fire the approximate neurons. As we all know each image
has its own characteristic, a solid value 0.2 is not rational
for representing this linking.

2) From the definition of the image Shannon entropy,
as shown in Equ.(8), H can get its maximum when
P0 = P1, which means that the segmented image with
same quantities of 0s and 1s is the best one. It is very
suitable for segmenting the image in which the object and
background are of equal proportions not for all the
images, especially for the image whose background and
object is far from equal. In addition, the image’s Shannon
entropy is calculated on the segmented image, not
considering the original one. In fact, the performance of
segmentation should be evaluated by comparison of the
original image and the segmented image, which can give
better vision effect.

4 Improved UL- PCNN segmentation for
infrared insulator image

To overcome the main shortcomings of UL-PCNN
described in last section, improvements are proposed in
this paper. For the solid value ofβ , the local mean
variances between each neuron and its neighbors are used
to describe the linking coefficientβ , that is, the linking
coefficientβi j of the neuron(i,j) is defined as Equ.(9).

βi j = σ = (
3

∑
k=1

3

∑
l=1

(xkl − x̄i j)
2/n)1/2 (9)
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where,xkl represents the gray value of the neuron in
the neighborhood of neuron(i, j), x̄i j represents the
average value of all the neurons ink× l neighborhood of
neuron(i, j) and n is the number of neurons in thek × l
neighborhood. It can be concluded that,βi j represents the
dispersion between the values of the neurons in
neuron(i, j)’s neighborhood and the mean value of them
from Equ.(9). The smaller it is, the less straggling the
neurons are, the closer their values to the average value
x̄i j. On the contrary, the larger it is, the more straggling
they are, the larger distance between they and the average
value. However, in essence,βi j is the linking between the
neuron and neurons in its neighborhood. That is, the
dispersion between the neuron and neurons its
neighborhood, not between the mean value and the
neurons, can reflect the linking more accurately. In this
paper, a new definition ofβi j is proposed as Equ.(10).

βi j = σ(i, j) = (
3

∑
k=1

3

∑
l=1

(xkl − xi j)
2/n)1/2 (10)

where,xi j is used to replace ¯xi j in Equ.(9), thus βi j
represents the dispersion between the neuron and neurons
in its neighborhood. The smaller it is, the less straggling
between the neuron and neurons in its neighborhood, the
easier the neuron to be fired; the larger it is, the more
straggling between the neuron and neurons in its
neighborhood, the more difficult the neuron to be fired.

To evaluate the performance of segmentation, both the
origin image and the segmented image are important. In
this paper, we use mean square error(MSE) to determine
the final result of segmentation. MSE is described in
Equ(11):

MSE =
1

MN

M

∑
i=1

N

∑
j=1

||Xi j −Yi j||
2 (11)

where, Xi j and Yi j represent the gray value of
pixel(i, j) in original image and segmented image,
respectively. Because the segmented image is a binary
image, the value ofYi j is 0 or 1, the original image should
be normalized before calculating MSE. The smaller MSE
is, the more similar the original image and the segmented
image are, whereas, the larger the more different. The
segmented image which has the smallest MSE will be the
final result of segmentation by MUL-PCNN.

5 Experiments and analysis

To testify the efficiency of the proposed algorithm, tests
are done on both the standard test image
pepper.jpg(512× 512) and a infrared insulator image
insulator.jpg(704×576) captured from aerial video.

5.1 Test on pepper.jpg

Assume the number of iteration is 20, both the algorithm
based on UL-PCNN and MUL-PCNN will generate 20
segmented images. Fig.2 shows the first, third, fifth,
seventh, ninth, eleventh and thirteenth segmented image
of the two algorithm and the line charts of the image
Shannon entropy and MSE of the 20 segmented images
are shown in Fig.3 and Fig.4, respectively.
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Fig. 3: the line chart of the image entropies of segmented
images by UL-PCNN for pepper.jpg
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Fig. 4: the line chart of MSE of segmented images by
MUL-PCNN for pepper.jpg

It can be concluded from Fig.3. that the ninth
segmented image by UL-PCNN will be chosen the best
segmented one, which locates in row 1 column 5. While,
Fig.4. shows that the fifth segmented image by

c© 2014 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.8, No. 6, 2997-3004 (2014) /www.naturalspublishing.com/Journals.asp 3001

Fig. 2: the segmented images of pepper by UL-PCNN(the first row) and MUL-PCNN(the second row)

MUL-PCNN will be chosen the best segmented one,
which locates in row 2 column 3. The two selected
segmented images are list below as Fig.5 and Fig.6.

Fig. 5: the optimal segmented image by UL-PCNN

Compare Fig.5 and Fig.6, the segmentation results are
comparative. However, to get the optimal one, nine
iterations are done by UL-PCNN, only 5 iterations by
MUL-PCNN which can be conclude from Fig.3 and
Fig.4. In addition, neurons can be fired faster by
MUL-PCNN than by UL-PCNN. At the same iteration,
more neurons are fired by MUL-PCNN than by
UL-PCNN, which results in getting optimal segmented
image quickly by MUL-PCNN.

5.2 Test on insulator.jpg

There are equal proportion of object and background in
pepper.jpg, so the performance of UL-PCNN and
MUL-PCNN has no obvious difference. However, There

Fig. 6: the optimal segmented image by MUL-PCNN

are many images whose object and background are far
from equal, such as the infrared insulator image, in which
the object insulator occupy small proportion and far from
equal to the background, as shown in Fig.7.

To analyze the characteristic of insulator in Fig.7,
segmentation is needed. But the shoot parameters kept in
Fig.7 may disturb the segmentation, so it must be handled
before segmentation. The erodent of set is used to remove
these shoot parameters, Fig.8 shows the image after
handling.

Just as test the pepper.jpg, both the algorithm based
on UL-PCNN and MUL-PCNN generate 20 segmented
images. Fig.9 shows the first, fourth, seventh, tenth,
thirteenth, sixteenth and nineteenth segmented image of
the two algorithms and the line charts of the image
Shannon entropy and MSE of the 20 segmented images
are shown in Fig.10and Fig.11, respectively.

From Fig.10 and Fig.11, we can conclude that the
sixteenth segmented image is the optimal one selected by
UL-PCNN. And the fourth segmented image is selected
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Fig. 9: the segmented images of pepper by UL-PCNN(the first row) and MUL-PCNN(the second row)

Fig. 12: the effects of four algorithms: the minimum cross entropy, OTSU, UL-PCNN and MUL-PCNN from left to right

Fig. 7: the infrared insulator image

as the optimal by MUL-PCNN. Obviously, MUL-PCNN
has better performance than UL-PCNN, whats more, less
iterations are needed to gain the optimal one.

From the results of these two tests on pepper.jpg and
insulator.jpg, it can be concluded that MUL-PCNN can
fire the neuron faster becauseβi j used the mean variance
between neuron and its neighbors and improvements have
been made on both effect and numbers of iteration by
using MSE as the criterion of selecting the optimal
segmented image. Fig.10 shows that the change of the
value of MSE is a concave function as a whole, so it can
be used to determine whether to continue the iteration,

Fig. 8: the infrared insulator image without shoot
parameters

that is, if it is larger than last time, the iteration can finish,
which would greatly reduce the execution time.

To evaluate the proposed algorithm efficiently,
comparisons are also be made with minimum cross
entropy thresholding in [33] and OTSU in [34]. The
results are shown in Fig.12.

Fig.12 shows that the optimal segmented image
selected by the proposed algorithm shows the best vision
effect and has the most clear object edges, while, the
worst effect is got by UL-PCNN, the selected images by
the minimum cross Shannon entropy and OTSU keep the
edges of both the object and some other things in the
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Fig. 10: the line chart of the image entropies of segmented
images by UL-PCNN for insulator.jpg
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Fig. 11: the line chart of MSE of segmented images by
MUL-PCNN for insulator.jpg

original image which we are not caring about and can
confuse us when analyzing the object later.

6 Conclusion

A new algorithm MUL-PCNN based on UL-PCNN is
proposed in this paper, which setting the value ofβ based
on the relationship between the core neuron and its
neighbors, which results in fast firing. MSE is used as the
criterion to select the optimal segmented image in
proposed algorithm, which makes the algorithm suitable
for not only the images with equal proportion of object
and background, but also the images with unequal
proportion. The results of comparisons with
UL-PCNNthe minimum cross Shannon entropy and

OTSU show the proposed algorithm gives better vision
effect and can keep the edges of object well.
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