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Abstract: Manifolds are suitable differentiable mathematical objects for information tobe defined on. By their very definition they
are non-Euclidean in the global view but in local scales they resemble Euclidean spaces. This property provides that the contemporary
information models can also be defined within the previsioned new models ofinformation models. One of the most basic representations
of information is through graphs. They are discrete and highly computable mathematical objects. In this research, the main aim is to
investigate methods of embedding this simple piece of information onto manifolds. This research shows that the very fundamental data
structures of computer science can be transformed into the continuous spaces and wide area of applications can be engineered such as
pattern recognition or anomaly detection. The visualizations of the inspectedmethods are the evidence of that the graph data can carry
new characteristics other than classical properties of graphs such as curvature, locality or multi-dimensionality.
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1 Introduction

The information model is the representation of
information in a way that it can be analyzed, measured,
processed and transferred. The contemporary information
model deals only with the syntactic information, such as
frequency of the occurrences of characters, length of
words and compression percentage of plain texts. The
model was introduced by Claude E. Shannon in his 1947
famous paper A Mathematical Theory of Communication
[11].

In this syntactic information model, the definition of
information is based on probability theory and statistics.
The Shannon Entropy, the most striking concept within
this model, is given by the quantification of the expected
value of information contained in a message. Shannon’s
model contains nothing about the semantics of
information. For the semantic properties to be modeled,
ontology based semi-automatic information retrieval
models have been proposed in the literature [12]. These
models rely mostly on the human interaction to define the
relations between words, in order to derive their
meanings.

Information Retrieval (IR) is the process of searching
specific information either as text, sound, image, video,

data or metadata in a set of documents within a collection.
The Vector Space Models (VSMs) have been the standard
model for information retrieval since 1975. In this model,
some words; which are determined as unique, or some
subset of unique words within document collection
represents a dimension in space and called as terms.
Choosing the terms depends on the application. Each of
these documents and queries represents a vector within
that multi-dimensional space.

VSM terms are assumed to be orthogonal. This
assumption leaves out the semantic relationship between
terms. The terms; which represent the coordinate system
of the document space, can be related in such a way that,
the angles between them are skew-angular instead of
being orthogonal. This problem is called The Problem of
Dimensionality [1].

Regarding the coordinate system as constant is yet
another problem in addition to the problem of
dimensionality. The angles between terms can vary
depending on the document. This variation among
documents leads to the document spaces to be curved
because of the varying coordinate system with respect to
the document. In this problem, the space that the
documents reside may have different angles between
coordinates hence resulting a curvilinear document space.
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The aforementioned problems lead to the assumption
that the structure of information is non-linear, and should
be defined on continuous mathematical objects instead of
vector spaces. Therefore, the models related to the
manifolds are studied in this research. Manifolds are
suitable differentiable mathematical objects for
information to be defined on. By their very definition they
are non-Euclidean in the global view but in local scales
they resemble Euclidean spaces. As a consequence, the
contemporary models can also be defined within the
previsioned new models of information models.

One of the most basic representations of information
is through graphs. Graphs are discrete and highly
computable. In this study, the main aim is to investigate
methods of embedding information onto manifolds using
graphs. The methodology is constructed as follows;

• The graph should be constructed from points which
are believed to be samples from a manifold, so that the
geometry of information is preserved.

• The relation between the properties of the graph
and the manifold should be defined.

• And finally, the embedding map should be
constructed.

Transition of graphs onto manifolds enables a series
of applications such as graph matching and
dimensionality reduction to be accomplished using graphs
along with the manifold properties. Image, text and sound
analysis examples can be found in [10][3] [9]. Though the
methods of transition of graphs borrowed from the areas
of pattern recognition or manifold learning, the
perception of these methods in the process of modeling
information and the idea of inspecting information as a
curvilinear space is new.

2 Mathematical Background

Laplacian for Graphs Definition 1 The Laplacian can be

defined asL = D−W:

L(u,v) =











dv−wuv if u= v
−wuv if ai j 6= 0
0 otherwise

(1)

where D is the Diagonal Weight Matrix,W is the
Weight Matrix,L is the resulting Laplacian Matrix of the
graph and their elements are represented byd , w , L(u,v)
respectively. The indices u and v are positive integers in
the range of[0,n] wheren is the number of nodes andauv
defines the elements of the adjacency matrix of the graph.

Fig. 1: Manifold Definition

2.1 Manifolds, Tangent Spaces and
Laplace-Beltrami Operator

Definition 2 A manifold is a topological space which can
be covered by collection of open subsetsOi , whereOi is
isomorphic to some open subset ofRn. This definition is
visualized in Figure1.

The subsetsU1 and U2 are mapped onto Euclidean
spaces by two mapsf and g. They are called
diffeomorphisms. The definition of diffeomorphism is
given below.
Definition 3 A diffeomorphism between two manifolds is
a differentiable map which possesses a differentiable
inverse. Also, a smooth map between two manifolds is
always continuous.

The first concept in the above definition is being
locally Euclidean. The images of charts are Euclidean
spaces and since all the charts are consisting of an open
set and a map, the chart resembles the Euclidean space of
the same dimension. This property is called being locally
Euclidean.

The other important property among charts is being
smoothly sewn together. The meaning of this property is
that diffeomorphisms can be defined between the
intersectional parts between the Euclidean spaces that the
local parts of the manifold resemble. Figure2 pictures
this property.

2.2 Directional Derivatives and Tangent Spaces

A tangent space at a point p can be imagined as the
collection of vectors that is tangent to all the curves
passing through p. A derivative definition of manifolds on
curves should be given next in order to define the concept
of “being tangent on manifolds”.
Definition 4 Let F be the space of all curves through a
point p on a manifold. For each differentiable curvef in
F , there is an operator calleddirectional derivativesuch
that:

f → d f/dλ
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Fig. 2: Concept of being smoothly sewn

whereλ is the parameter along the curve.
Being differentiable for a curve on a manifold is

satisfied when the curve is differentiable at every chart of
the manifold. With the definition of a derivative on
manifolds, we can claim that a tangent space is the space
of directional derivative operators along the curves
through p. The tangent space definition is as the
following [6]:

Definition 5 Tangent space is a real vector spaceR
n

tangentially attached to a pointp of a differentiable
n-manifold M, denoted byTpM. If γ is a curve passing
throughp then the derivative ofγ at p is a vector inTpM.

2.3 Riemannian Metric and the Metric Tensor

At every point of a manifold, there is a tangent space that
defines the tangent vectors of that point. The tangent space
at a pointp has the same dimensionality as the manifold.

There are two properties for a manifold to be
Riemannian: it should have an inner product defined in
every tangent space of the manifold such that one can
compute the norm of a vector and the distance between
two vectors from that space. The other property is that the
inner product should vary smoothly and inner product of
two tangent spaces should specify a smooth function on
M. This inner product property is allowed by the metric
tensor [6].

Since the basis vectors of the tangent space can be
constructed using the partial derivatives of the manifold at
a point p, the metric can also be different at every point
on the manifold and the metric should vary smoothly
from point to point on the manifold as the coordinate
system changes. That means precisely, given any open
subsetU on manifoldM, at each pointp in U , the metric
tensor assigns a metricgµ ,ϑ and this assignment is a
smooth mapping onM. Furthermore, it can be seen as a
bilinear operator on vectorsVµ ,Uϑ and also denoted as
gp(Vµ ,Uϑ ).

Fig. 3: Exponential Map of a vectorv at pointp

2.4 Gradient, Exponential Map and
Laplace-Beltrami Operator

Definition 6 The gradient of a scalar function onM is the
vector directed at the greatest rate of change and has
magnitude of the greatest rate of change at the pointp.

grad( fp) =

(

∂ f
∂x1

, . . . ,
∂ f
∂xn

)

Another definition should be given in order to define
Laplace Beltrami Operator which is the main object of
study in this research. With the use of the definition of
geodesics we can define the exponential map of a vector
in a tangent space of a manifold.

Definition 7 Theexponential map Expp at a pointp in M
maps the tangent spaceTpM into M by sending a vectorv
in TpM to the point inM a distance|v| along the geodesic
from p in the direction ofv [8].

The exponential map takes a vector from the tangent
space and maps it onto another point on the manifold
using the geodesic along the direction of the vector.
Figure3 depicts the map from the tangent space atp onto
the pointq.

Definition 8 The Laplace-Beltrami operator is denoted as
△ and defined in euclidean spaces as

△M f (p) = ∑
i

∂ 2 f (expp(v))

∂x2
i

and on any manifold as

△M f (p) =
1

√

det(g)
·∑

j

∂
∂x j

(

√

det(g) ·∑
i

gi j · ∂ f

∂x2
i

)

where f : M → R is a scalar function,gi j is the metric of
the manifold.
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2.5 Convergence of the Laplacian to the
Laplace-Beltrami Operator

In this part of the study, the convergence and relation
between Laplacian and Laplace-Beltrami Operator is
inspected. The foundations of this theorem are given by
Belkin and Niyogi in their 2008 paper [4]. The theorems
for uniform and random distributions are as follows:

Theorem 1 Let data pointsx1, . . . ,xn be sampled from a
uniform distribution on a manifoldM ⊂ Rn. Put
tn = n−

1
k+2+α , whereα > 0 and let f ∈ C∞(M). Then the

following equation holds:

lim
n→∞

1

t(4πt)
n
2

Ltn
n f (x) =

1
vol(M)

△M f (x)

where the limit is taken in probability andvol(M) is the
volume of the manifold with respect to the canonical
measure.

Theorem 2 Let P : M → R be a probability distribution
function onM according to which data pointsx1, . . . ,xn are
drawn in independent and identically distrubuted manner.

Then fortn = n−
1

k+2+α , α > 0, we have

lim
n→∞

1

t(4πt)
n
2

Ltn
n f (x) =

1
vol(M)

P(x)△P2 f (x)

where△P2 is the weighted Laplacian.

3 Python Coding of Graph Embedding
Methods

In this study, graph embedding methods are coded in the
programming language of Python version 2.7. Python
language is chosen because of the fast n-dimensional
matrix manipulation library NumPy and the scientific
library of Python SciPy. The versions of NumPy and
SciPy are respectively 1.6.1 and 0.9.0. Open source
mathematical software SAGE is used to produce the
manifold visualizations by the B-spline method. The
version of SAGE used in this study is version 4.8.

3.1 Laplacian Eigenmaps

Laplacian Eigenmaps method considers the construction
of geometric representation of data on a low dimensional
manifold. The geometrical intuition behind this method is
inspired by the convention of heat in the nature. This
method constructs a natural link between the Laplacian
for Graphs and the Laplace Beltrami Operator by the heat
equation [3].

In this method, locality of the nodes with respect to
their Euclidean distances is preserved. Locality property
means that the embedding keeps the local points near on

the manifold. The neighborhood information also plays a
key role in the construction of the graph from datasets.
The graph is constructed byk-nearest neighbors
(K −NN) or ∈-neighborhood. In either case the locality
is tried to be preserved and the near points are tried to be
connected, which ensures the neighborhood information
also to be preserved. The algorithm is as follows:

Algorithm 1 Laplacian Eigenmaps [3]
1.Constructing the adjacency graph using

•k−NN or
•∈ − Neighbourhood.

2.After constructing the adjacency graph. The graphs weights
should be chosen. Two ways defined in the Laplacian
Eigenmaps method. These are:

•Simple minded weight selection:

wi j =

{

1 if node i and j are connected

0 otherwise

•The heat kernel weight selection, which is:

wi j =







e−
|xi−xj |2

4t if node i and j are connected

0 otherwise

3.Construct the Graph Laplacian and compute the eigenvalues
and eigenvectors for the problem of:

L · f = λ ·D · f (2)

Let f0, f1, . . . , fk−1 be the solutions of the problem2. The
solutions are ordered according to their eigenvalues:

L · f0 = λ0 ·D · f0
L · f1 = λ1 ·D · f1

. . .

L · fk−1 = λk−1 ·D · fk−1

0= λ0 ≤ λ1 ≤ λ2 ≤ . . .≤ λk−1

The embedding is constructed by omitting thef0 since it is
the trivial solution of the problem2. [3]

3.2 Locally Linear Embedding

LLE method is one of the dimensionality reduction
methods with a different approach. LLE, instead of
estimating pairwise distances, globally reconstructs the
embedding using an error function on linear weights. This
error function is used to keep local points near in the
embeddings. The linear weights are computed as the
minimal value of the following error function:

ε(W) = ∑
i
|Xi −∑

j
Wi j Xj |2 (3)

c© 2014 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.8, No. 6, 2929-2935 (2014) /www.naturalspublishing.com/Journals.asp 2933

The weights of the graph from the sample points are
constructed by minimizing this least square problem. In
this computation, there are two constraints: only the
connected points are accounted for the least square
problem and sum of all edge weights of each node is
always 1. By these two constraints, the constructed graph
presents invariant information about the underlying
geometry [10].

Algorithm 2 Locally Linear Embedding [10]
1.For each node in the dataset, the edges are defined by either

k−NN or∈ − neighbourhood.
2.Each edge given a weight in the interval of[0,1] by

minimizing the function∑i |Xi − ∑ j Wi j Xj |2 such that the
sum of all weights of each node is 1.

3.Embedding is computed by takingk lowest eigenvectors of
the matrix:

E = (I −W)T(I −W)

3.3 A Riemannian Approach for Graph
Embedding

In this method the same relationship between Laplacian
and Laplace-Beltrami operator is used. However, the edge
weights are chosen as sectional curvatures of a manifold
with constant curvature. This method uses the properties
of Jacobi fields to compute an edge-weight matrix in
which the elements are connected by curved geodesics on
the manifold between nodes.

In general, manifolds can have rather complex
structures than the constant curved ones. However, the
approach of this method is the most geometrically
intuitive one. Finding a manifold which encapsulates the
underlying geometry of information is the main aim of
this method. The embedded manifold assumed to be of
constant curvature. The curvature is represented by a
parameterK, such thatK ∈ R. By altering this parameter,
one can try to approach the geometry of underlying
manifold of information.

The formulation in step 2 of Algorithm 3 is the
representation of the geodesics on the manifold with the
constant curvatureκ . The function a(u,v) is the
Euclidean distance of the two nodesu andv. Whenκ = 0,
that means the space is flat. On that ground, the edge
weights are equal to the weights of an Euclidean space. If
κ 6= 0 then the corrections which reflects the diversion
from euclidean space is included in the formulation. This
corrections are calculated as the Jacobian Field of a
geodesic from a manifold of constant curvature [9].

Algorithm 3 A Riemannian Approach for Graph
Embedding [9]

1.For each node in the dataset, the edges are defined by either
k−NN or∈ − neighbourhood.

2.Each edge given a weight by the function:

Wi j =











∫ 1
0 (a(u,v)

2+κ(sin(
√

κa(u,v)t)2))dt κ > 0
∫ 1
0 a(u,v)2dt κ = 0
∫ 1
0 (a(u,v)

2−κ(sinh(
√
−κa(u,v)t)2))dt κ < 0

(4)
3.The embedding is calculated as the eigenvalues of the Graph

Laplacian as explained in the third step of the Algorithm1.

4 Results

• This research is a new approach to the information
theory besides being a survey of graph embedding
methods. The methods are investigated through a new
point of view such that the information theory should
be defined on a new definition of information which is
continuous and non-Euclidean.

• Graphs are mapped on the manifolds in this
research as they are non-Euclidean and continuous by
definition and visualizations are done with the
B-spline surface visualization method to provide a
geometric approach of projections of the discrete data
on a continuous surface. These projections show the
geometric properties of a piece.

Fig. 4: Visualization generated for the Laplacian Eigenmaps
Method for a graph of 30 nodes.

• One main result of this research is the revelation
of the need of the new definitions for the information.
This research shows that the very fundamental data
structures of computer science can be transformed
into the continuous spaces and wide area of
applications can be engineered such as pattern
recognition or anomaly detection.
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Fig. 5: Visualization generated for the LLE Method for a graph
of 30 nodes.

• The visualizations show that the graph data can
carry new characteristics other than classical
properties of graphs such as curvature, locality or
multi- dimensionality.These properties vary according
to the data and therefore the corresponding
embedding space. Our research intuitive is that these
graphical properties can create a new variety of
research areas when the metrics of the information
system are defined, thus leading to new engineering
applications in various fields.

Fig. 6: Visualization generated for the Riemannian Approach for
a graph of 30 nodes.

5 Conclusion

• It is shown that the mapping from discrete domain
in the form of a graph into a continuous one; namely a
manifold, can be done through Laplace-Beltrami
operator. Although this operator has been quite well
known and been extensively studied plus utilized by
many mathematicians [5], [14], [13], [7], [2], as is
been shown by this study, it can be a frame of a
reference for the new information model.

• Thus, the point of origin of this research is that the
information model should be smooth and nonlinear.
To define a new information model, the properties and

analogies between discrete and continuous worlds is
inspected via this research.

• The link between one of the main data structures
of computation and smooth manifolds is investigated.
Several methods are evaluated for the purpose of
establishing the link in between.
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