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Abstract: In this work we study fractional order Sumudu transform. In the development of the definition we use fractional analysis
based on the modified Riemann - Liouville derivative, then we name the fractional Sumudu transform. We also establish a relationship
between fractional Laplace and Sumudu via duality with complex inversion formula for fractional Sumudu transform and apply new
definition to solve fractional differential equations.
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1 Introduction

In the literature there are numerous integral transforms
and widely used in physics, astronomy as well as in
engineering. In order to solve the differential equations,
the integral transform were extensively used and thus
there are several works on the theory and application of
integral transform such as the Laplace, Fourier, Mellin
and Hankel, to name but a few.

Recently, the Fractional integral transform as a
generalization of the classical integral transform, were
introduced many years ago in mathematics literature. The
original purpose of fractional transform is to solve the
some differential equations in engineering as well as in
the quantum mechanics. For example, the optics problems
can also be interpreted by fractional Fourier transform. In
fact, most of the applications of fractional Fourier
transform now are applications on optics. The fractional
integral transforms have received considerable attention
in the literature. Several applications of the fractional
integral transform have been suggested, see [11,12,23].
First of all we have the following definition.

Definition 1.The transform

g(α) =
∫ b

a
f (x)K(α,x)dx

is called the Integral transform andK(α,x) is called the
Kernel of the transform.

Now by changing the kernel we will have several types of
the integral transforms such as:

–If K(α,x) = e−αx it is known as Laplace transform,

L(α) =

∫ ∞

0
f (x)e−αxdx

–if we consider the kernelK(α,x) = xJν(αx) then we
obtain the Hankel transform

Hν(α) =

∫ ∞

0
f (x)xJν(αx)dx

and

–if K(x,α) =
1

x−α
then we obtain the Hilbert

transform

H(α) =
1
π

∫ ∞

−∞

f (x)
x−α

dx

provided that integrals exist.

In the sequence of these transform, in early 90’s Watugala
[30] introduced a new integral transform, named the
Sumudu transform and further applied it to the solution of
ordinary differential equation in control engineering
problems. For further details and related properties about
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Sumudu transform (see [2,3,4,5,8,11] ) and many others.

The Sumudu transform is defined over the set of the
functions.

A =
{

f (t) : ∃M,τ1,τ2 > 0, | f (t)|< Met/τ j ,

if t ∈ (−1) j × [0,∞)
}

by the following formula

G(u) = S[ f (t);u] =:

∞
∫

0

f (ut)e−tdt, u∈ (−τ1,τ2).

The existence and the uniqueness was discussed in [19],
for further details and properties of the Sumudu transform
and its derivatives we refer to [2]. In [3], some
fundamental properties of the Sumudu transform were
established.

In [17], this new transform was applied to the
one-dimensional neutron transport equation. In fact one
can easily show that there is a strong relationship between
double Sumudu and double Laplace transforms see, [19].

Further in [8], the Sumudu transform was extended to the
distributions and some of their properties were also
studied in [18]. Recently Kılıçman et al. applied this
transform to solve the system of differential equations,
see [21].

A very interesting fact about Sumudu transform is that the
original function and its Sumudu transform have the same
Taylor coefficients except a factorn!. Thus if

f (t) =
∞

∑
n=0

ant
n thenF(u) =

∞

∑
n=0

n! ant
n,

see [20].

Similarly, the Sumudu transform sends combinations,
C(m,n), into permutations,P(m,n) and hence it will be
useful in the discrete systems. Further

S(H(t) = £(δ (t)) = 1 and £(H(t)) = S(δ (t)) =
1
u
.

Thus we further note that since many practical
engineering problems involve mechanical or electrical
systems acted upon by discontinuous or impulsive forcing
terms then the Sumudu transform can be effectively used
to solve ordinary differential equations as well as partial
differential equations in and engineering problems.

For the convenience of the reader, firstly we shall give a
brief background on the definition of the fractional
derivative and basic notations ( for more details see [14,
15,16] ) and [1].

1.1 Fractional derivative

There are many different starting points for the discussion
of classical fractional calculus [26]. One can begin with a
generalization of repeated integration. Iff (t) is absolutely
integrable on[0,b), it can be found that [26,28].

t
∫

0

dtn

tn
∫

0

dtn−1 · · ·
t3
∫

0

dt2

t2
∫

0

f (t1)dt1 =

t
∫

0
(t − t1)n−1 f (t1)dt1

(n+1)!

=
1

(n+1)!
tn−1∗ f (t)

where n = 1,2, · · · , and 0 ≤ t ≤ b. On writing
Γ (n) = (n−1)!, an immediate generalization in the form
of the operationIα defined forα > 0 is

(Iα f )(t) =
1

Γ (α)

t
∫

0

(t − t1)
α−1 f (t1)dt1

=
1

Γ (α)
tα−1∗ f (t), 0≤ t < b, (1)

where Γ (α) is the Gamma function and

tα−1 ∗ f (t) =
t
∫

0
f (t − t1)α−1(t1)dt1 is called the

convolution product oftα−1 and f (t). Eq.(1) is called the
Riemann-Liouville fractional integral of orderα for the
function f (t).

In this study we define the fractional transform as follows:

Definition 2.Let f : ℜ → ℜ, t → f (t) denote a continuous
(but not necessarily differentiable) function, and leth> 0
denote a constant discretization span. Define the forward
operatorFW (h) by the equality

FW (h) f (t) := f (t +h) . (2)

Then the fractional difference of orderα,0<α < 1 of f (t)
is defined by the expression

∆ α f (t) : = (FW−1)α

=
∞

∑
k=0

(−1)k
(

α
k

)

f [t +(α −k)h]

(3)

and its fractional derivative of orderα is defined by the
limit.

f (α)(t) =
lim

h ↓ 0
∆ α f (t)

hα . (4)

see the details in [15].
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1.2 Modified fractional Riemann-Liouville
derivative

G. Jumarie proposed an alternative way to the Riemann-
Liouville definition of the fractional derivative, see [15].

Definition 3.Let f : ℜ → ℜ be a continuous but not
necessarily differentiable function further

(i)Assume that f(t) is a constant K. Then its fractional
derivative of orderα is

Dα
t K = KΓ −1(1−α)t−α ,α ≤ 0,

= 0, α> 0
(5)

(ii)When f(t) is not a constant, then we will set

f (t) = f (0)+( f (t)− f (0)),

and its fractional derivative will be defined by the
expression

f (α)(t) = Dα
t f (0)+Dα

t ( f (t)− f (0)),

in which, for negativeα , one has

Dα
t ( f (t)− f (0)) :=

1
Γ (−α)

t
∫

o

(t −ξ )−α−1 f (ξ )dξ ,

(6)
whilst for positiveα ,we will set

Dα
t ( f (t)− f (0)) = Dα

t f (t) = Dt( f α−1(t)). (7)

whenn≤ α < n+1, we will set

f (α)(t) := ( f (α−n)(t))(n),n≤ α < n+1,n≥ 1. (8)

We shall refer to this fractional derivative as the modified
Riemann-Liouville derivative, and it is in order to point out
that this definition is strictly equivalent to the Definition1,
via eq. (3).

1.3 Integration with respect to(dt)α

The integral with respect to(dx)α is defined as the solution
of the fractional differential equation

dy= f (x)(dx)α ,x≥ 0,y(0) = 0, (9)

which is provided by the following results:

Lemma 1.Let f (x) denote a continuous function; then the
solutiony(x)with y(0)= 0, of (9) is defined by the equality

y=
x
∫

o
f (ξ )(dξ )α

= α
x
∫

o
(x−ξ )α−1 f (ξ )dξ ,0<α< 1.

(10)

Lemma 2.If m−1< α ≤ m, m∈ N, f ∈Cm
µ ,µ ≥−1, then

the following two properties hold:

1) DαKα f (t) = f (t),

2)(DαKα) f (t) = f (t)−
m−1

∑
k=0

f (k)(0+)
tk

k!
. (11)

In fact, Kılıçman and Zhour introduced the Kronecker
convolution product and expanded to the
Riemann-Liouville fractional integrals of matrices by
using the Block Pulse operational matrix as follows:

1
Γ (α)

∫ t

0
(t − t1)

α−1φm(t1)dt1 ≃ Fα φm(t)

where

Fα =

(

b
m

)α 1
Γ (α +2)













1 ξ2 ξ3 . . . ξm
0 1 ξ2 . . . ξm−1
0 0 1 . . . ξm−2

0 0 0
...

...
0 0 0 0 1













,

see [22]. Thus fractional integrals can be represented by
using the operational matrices.

2 Sumudu transform of fractional order

The fractional integral transforms have many applications
in the engineering. In particular, Fourier transform is one
of the most widely used tools in signal processing and
optics. Since, the Fractional Fourier transform (FRFT) is
a generalization of the conventional Fourier transform and
has received much attention in recent years. Several
properties of fractional Fourier transform (FRFT) have
been studied and many are being investigated at present,
see [23]. Thus in the next we recall the fractional sumudu
transform. For full account we refer to [11,12].

Definition 4.Let f (t) denote a function which vanishes
for negative values oft. Its Sumudu’s transform of order
α (or its fractional Sumudu’s transform) is defined by the
following expression, when it is finite:

Sα{ f (t)} :=: Gα(u) :=
∞
∫

0
Eα(−tα) f (ut)(dt)α ,

:=
lim

M ↑ ∞
M
∫

0
Eα(−tα) f (ut)(dt)α ,

(12)

whereu ∈ C , and Eα(x) is the Mittag-Leffler function
∞

∑
k=0

xk

αk!
.

Recently Tchuenche and Mbare introduced the double
Sumudu transform [29]. Analogously, we define the
fractional double Sumudu transform in following way:
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Definition 5.Let f (x, t) denote a function which vanish for
negative values ofx andt. Its double Sumudu transform of
fractional order (or its fractional double Sumudu transform
) is defined as:

S2
α{ f (t,x)} : = : G2

α(u,v)

=

∞
∫

0

∞
∫

0

Eα [−(t +x)α ] f (ut,vx)(dt)α(dx)α

(13)

whereu,v∈ C , andEα(x) is the Mittag-Leffler function.

2.1 The Laplace-Sumudu duality of fractional
order

The following definition was given in [15].

Definition 6.Let f (t) denote a function which vanishes for
negative values of t. Its Laplace’s transform of orderα (or
its α-th fractional Laplace’s transform) is defined by the
following expression:

Lα{ f (t)} :=: Fα(u) :=
∞
∫

0
Eα(−(ut)α) f (t)(dt)α ,

= lim
M↑∞

M
∫

0
Eα(−(ut)α) f (t)(dt)α

(14)

provided that integral exists.

Theorem 1.If the Laplace transform of fractional order of
a function f (t) is

Lα{ f (t)}= Fα(u)

and the Sumudu transform of this function is

Sα{ f (t)}= Gα(u)

then

Gα(u) =
1

uα Fα

(

1
u

)

m< α < m+1,

where m non negative integer. (15)

Similarly, on using the definition of fractional Sumudu
transform, the following operational formulae can easily
be obtained:

Sα{ f (at)} = Gα(au),

Sα{ f (t −b)} = Eα(−bα)Gα(u),

Sα{Eα(−cα tα) f (t)} =
1

(1+cu)α Gα

(

u
1+cu

)

,

Sα







t
∫

0

f (t)(dt)α







= uαΓ (1+α)Gα(u)

Sα{ f α(t)} =
Gα(u)−Γ (1+α) f (0)

uα ,

see [12]. Now we will obtain very similar properties for
the fractional double Sumudu transform. Since proof of
these properties are straight. Due to this reason, we will
give only statements of these properties:

S2
α{ f (at)g(bx)} = Gα(au)Hα(bv)

S2
α{ f (at,bx)} = G2

α(au,bv)

S2
α{ f (t −a,x−b)} = Eα(−(a+b)α)G2

α(au,bv)

S2
α {∂ α

t f (t,x)} =
G2

α(u,v)−Γ (1+α) f (0,x)
uα

where ∂ α
t is the fractional partial derivative of order

α(0< α < 1), see [12].

The following two propositions were held in [27].

Proposition 1.If we define the convolution of order of the
two functionsf (t) andg(t) by the expression

( f ∗g)(x)α :=

x
∫

0

f (x−v)g(v)(dv)α , (16)

then
Sα{( f (t)∗g(t))α}= uαGα(u)Hα(u)

whereGα(u) = Sα{( f (t)} andHα(u) = Sα{(g(t)}.

Proposition 2.Given the Sumudus transform that we recall
here for convenience:

Gα(u) =

∞
∫

0

Eα(−xα) f (ux)dx, 0< α < 1 (17)

one has the inversion formula

f (x) =
1

(Mα)
α

i∞
∫

−i∞

Eα((xu)α)

uα G

((

1
u

)α)

(du)α (18)

whereMα is the period of the Mitag Leffler function.

3 An application of fractional Sumudu
transform

Example 1.Solution of the equation

y(α)+y= f (x), y(0) = 0, 0< α < 1 (19)

is given by

f (x) =
1

(Mα)
α

i∞
∫

−i∞

Eα((xu)α)

uα Gα

((

1
u

)α)

(du)α (20)

Proof. Taking Sumudu transform of (19) both side we can
easily get

yα(u) =
uα

1+uα Gα(u)

c© 2014 NSP
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on usingy(0) = 0 then by applying the complex inversion
formula of fractional Sumudu transform we get the
following result

y(x) =
1

(Mα)
α

i∞
∫

−i∞

Eα((xu)α)

uα(1+uα)
Gα

((

1
u

)α)

(du)α .

Now we apply the fractional double Sumudu transform to
solve fractional partial differential equation.

Example 2.Consider the linear fractional partial
differential equation (see [14])

∂ α
t z(x, t) = c∂ β

x z(x, t), x, t ∈ ℜ+ (21)

with the boundary condition

z(0, t) = f (t), z(x,0) = g(x)

wherec is a positive coefficient, and 0< α,β < 1.

Proof. Taking fractional double Sumudu transform of (21)
both side we can easily get

(

1
uα − 1

vβ

)

G2
α(u,v) =

Γ (1+α)

uα f (t)

− Γ (1+β )
vα g(x)

which gives

G2
α(u,v) = Γ (1+α)

(

vβ

vβ −uα

)

f (t)

− Γ (1+β )
(

uα

vβ −uα

)

g(x).

In the next example we can combine the homotopy and
Sumudu transform, see [6].

Example 3.Consider the following one dimensional linear
inhomogeneous fractional wave equation:

Dαy(t)+y(t) =
x(1−α)

Γ (2−α)
sint +xcost

0< α ≤ 1, x> 0, (22)

subject to the initial condition

y(t,0) = 0. (23)

The exact for the special caseα = 1 is given by :

u(t,x) = xsint. (24)

Then by using the homotopy Sumudu transform we obtain
the following set of partial differential equations

∂y0

∂x
=

x(1−α)

Γ (2−α)
sint +xcost, y0(t,0) = 0

∂y1

∂x
=

∂y0

∂x
− ∂y0

∂ t
− ∂ αy0

∂xα , (25)

y1(t,0) = 0
∂y2

∂x
=

∂y1

∂x
− ∂y0

∂ t
− ∂ αy1

∂xα ,

y2(t,0) = 0,
...

consequently, solving the above equations fory0,y1,y2
the first few components of equation (22) are derived as
follows:

y0(t,x) = xsint +
x(α+1)

Γ (α +2)
cost

y1(t,x) = − x(α+1)

Γ (α +2)
cost +

x(2α+1)

Γ (2α +2)
sint

y2(t,x) = − x(2α+1)

Γ (2α +2)
sint − x(3α+1)

Γ (3α +2)
cost

...

Hence the series is given by

y(t,x) = y0(t,x)+y1(t,x)+y2(t,x)+ · · ·

= xsint +
x(α+1)

Γ (α +2)
cost − x(α+1)

Γ (α +2)
cost +

x(2α+1)

Γ (2α +2)
sint − x(2α+1)

Γ (2α +2)
sint −

x(3α+1)

Γ (3α +2)
cost + · · · (26)

The idea can also be extended to the partial differential
equations as in the following example, see [7].

Example 4.Consider the following fractional
Black-Scholes option pricing equation as follows

∂ αv
∂ tα +0.08(2+sinx)2x2 ∂ 2v

∂x2 +0.06
∂v
∂x

−0.06v,

0< α ≤ 1 (27)

subject to initial condition

v(x,0) = max(x−25e−0.06,0). (28)

So that the solutionv(x, t) of the problem given by

v(x, t) = lim
p→1

∞

∑
i=0

piui(x, t)

= x(1−Eα(−0.06tα))

+max(x−25e−0.06,0)Eα(−0.06tα)).
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This is the exact solution of the given option pricing
equation (27). The solution of equation (27) at the special
caseα = 1 is

v(x, t) = x(1−e0.06t −1,0)+max(x−25e−0.06,0)e−0.06t .

The Sumudu transform of convolution is given by

S

[

d
dx

( f ∗g)(x); v

]

= uS

[

d
dx

f (x);u

]

S[g(x); u]

or uS[ f (x); u]S

[

d
dx

g(x); u

]

. (29)

Proposition 3.Let f be a distribution that vanishes below,
then if f is Sumudu transformable, then so isf ′, dom
S[ f ]⊂ domS[ f ′] and

S
[

f ′
]

=
1
u

S[ f ] (u)

for all u∈ domS[ f ].

Now if p(x) is a polynomial function which can be
expressed as an infinite series inx as follows:

p(x) = c0+c1x+c2x2+ . . .+cnxn

then the Sumudu TransformationP(u) is defined by

P(u) = S(p(x)) = c0+c1u+2!c2x2+ . . .+n!cnun.

Thus we can summarize this as ifP(D) is any polynomial
in D then Sumudu transform ofP(D) f is given by

S[P(D) f ] = P(u)S( f )(u).

Theorem 2.Let f andg be distribution inW′. Then f ∗g
is a distribution inW′ and the Sumudu transform of the
convolution is given by

S[ f ∗g] = uF(u)G(u).

The following theorem was proved in [21] and discusses
the Sumudu transform of convolutions for matrices:

Theorem 3.Let A(t) = [ fi j (t)] ∈ MI
n andB(t) = [gi j (t)] ∈

MI
n be Sumudu Transformable. Then

S[A(t)⊛B(t)] (u) = u S[A(t)]S[B(t)] (30)

whereMI
n the set ofn× n matrices for whose entries are

integrable, for more details see [8,21].

The inverseP−1(u) of P(u) will exist provided thatu is not

a root of the equation det[P(u)] = 0; hence we let
∼
P denote

the adjugate matrix ofP by elementary matrix theory we
have

P(u)−1 =
1

det[P(u)]

∼
P(u). (31)

Mathematical models of many physical biological and
economic processes involve system of linear constant
coefficient ordinary differential

d f
dx

= A f, f (0) = I (32)

Eq(32) was studied by Laplace transform in [24] where f
and A are square matrices of the nth order and the
elements ofA are known constants and also in control
theoryA is known as the state of companion matrix. The
initial condition satisfied by the matrixf (x) is f (0) = I
whereI is the nth order unit matrix. It is well-known that
the equation Eq(32) as the solution with the given initial
condition,

f (x) =
∞

∑
k=0

(

(Ax)k

k!

)

= eAx (33)

whereeAx is the matrix exponential function. To obtain
the solution of Eq(32) by Sumudu transform, we use the
following definition

S f(x) =
∫ ∞

0
e−

x
u f (x)dx= F(u), Reu> 0 (34)

and Sumudu transform of derivatives

S

[

d f
dx

]

=
1
u

F(u)− 1
u

f (0) =
1
u

F(u)− 1
u

I .

The Sumudu transform of Eq(32) is, therefore

[I −uA]F(u) = I

hence

F(u) =
I

[I −uA] .

The matrixF(u) = [I −uA] is the characteristic matrix
of A. The matrixQ(u) = (I −uA)−1 is called the resolvent
of A. If λ is the eigenvalue ofA with maximum modulus,
then we have the geometric progression expansion,

Q(u) = (I −uA)−1 =
∞

∑
k=0

(

(Au)k
)

= F(u) (35)

provided that,|u|> |λ | .

Next, if we want to solve the fundamental equation

y(α)+y= δ (x), 0< α < 1 (36)

then we need to extend the single Sumudu transform to the
delta function as

S[δ (t −a)] =
1
u

∫ ∞

0
e−t/uδ (t −a)dt =

1
u

e−a/u (37)
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and the single Sumudu transform of the derivatives of the
delta function is given by

S[δ (n)(t −a)] =
1
u

∫ ∞

0
e−t/uδ (n)(t −a)dt

= −
[

dn

dtn

(

1
u

e−t/u
)]

t

= a=
1

un+1 e−a/u

and

S2[δ (t −a)δ (x−b)] =
1
uv

∫ ∞

0
e−x/u

∫ ∞

0
e−t/vδ (t −a)δ (x−b)dtdx

=
1
uv

e−a/v−b/u.

The Sumudu transform was used also for the nonlinear
PDEs such as the following nonlinear time-fractional
Harry Dym equation of the form:

Dα
t U(x, t) =U3(x, t)D3

xU(x, t), 0≤ α ≤ 1

with the initial condition

U(x,0) =

(

a− 3
√

b
2

x

)
2
3

for course the exact solution is

U(x, t) =

(

a− 3
√

b
2

(x+bt)

)
2
3

.

Then by using the homotopy perturbation Sumudu
transform then we can approximate the solution as

U(x, t) =

(

a− 3
√

b
2

(x)

)
2
3

− b
3
2 tα

Γ (1+α)

(

a− 3
√

b
2

(x)

)− 1
3

+
b3t2α

Γ (1+2α)

(

a− 3
√

b
2

(x)

)− 4
3

+ . . .

and the series solution converges very rapidly, see [17,
27].

We also note that in the classical senseΓ functions is not
defined for the negative integers. However in [9] it was
proved that

Γ (−r) =
(−1)r

r!
φ(r)− (−1)r

r!
γ (38)

for r = 1,2, . . . , where

φ(r) =
r

∑
i=1

1
i
.

thus we can extend the definition to the whole real line and,

Γ (0) = Γ ′(1) =−γ ,

whereγ denotes Euler’s constant. Thus this can lead us
that we allow the fractional order as negative values and
replace

Sα







t
∫

0

f (t)(dt)−α







= u−αΓ (1−α)Gα(u)

Sα{ f−α(t)} =
Gα(u)−Γ (1−α) f (0)

u−α .
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Perturbation Method for Fractional Black-Scholes
European Option Pricing Equations Using Sumudu
Transform, Mathematical Problems in Engineering,2013, 7
pages (2013).
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[20] A. Kılıçman, H. Eltayeb & K. A. M. Atan, A Note On
The Comparison Between Laplace and Sumudu Transforms,
Bulletin of the Iranian Mathematical Society, 37, 131–141
(2011).
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[22] A. Kılıçman and Z. A. A. Al Zhour,Kronecker operational
matrices for fractional calculus and some applications.
Appl. Math. Comput.,187, 250–265 (2007).

[23] D. Mendlovic and H. M. Ozaktas,Fractional Fourier
transforms and their optical implementation: I,Journal of
the Optical Society of America A,10, 1875-1881 (1993).

[24] C. Moler & C. V. Loan,Nineteen Dubious Ways to Compute
The Exponential of A Matrix, SIAM Review,20, 801–836
(1978).

[25] L. A. Pipes, “Matrix Methods for Engineering,” Prentice-
Hall, Inc., Englewood Cliffs, N. J., (1963).

[26] B. Ross., Fractional Calculus and its Applications, Springer-
Verlag, Berlin, (1975).

[27] J. Singh, D. Kumar, and A. Kılıçman, Homotopy
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