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Abstract: In this paper we deal with a scheduling algorithm that creates several virtual links on one physical link by switching the
service between the virtual links. The switching is done in such a way that thephysical link is available for each virtual link for a
constant time, what provides full performance isolation between virtuallinks. Firstly, we present a detailed analysis of the scheduler,
including formulas for the queue sizes associated with virtual links and theirpacket loss ratios. Then we show numerical examples
of performance characteristics of created virtual links. We also compare them with adequate non-virtual links in order to demonstrate
what is the cost of virtualization.
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1 Introduction

Virtualization of networking resources is considered as
one of the foundations of future networking architectures,
[1]. This is due to the fact that it offers the possibility that
several overlay networks can use the same underlying
physical infrastructure (physical links and nodes), being
unaware of it. Therefore, it is easier to deploy new
architectures, protocols and services using virtual, instead
of physical, resources. The new architectures, protocols
and services are in great demand, especially when
thinking of the Internet, which suffers from important
deficiencies, like no end-to-end quality of service, very
complex management, poor extensibility of the IP
protocol stack, to name a few (see [2] for more).

Due to the aforementioned reasons, the virtualization
of networking resources has been considered as an
important component of the Future Internet architecture
in many scientific projects in the world, e.g. FIA MANA
[3], AKARI [ 4], GENI [5], IIP [6], and others.

In this paper we are interested in virtualization of
links. The basic idea of virtualization of links is depicted
in Fig. 1. The streams of packets from several different
virtual interfaces (vifs) are scheduled before entering the
physical network interface (eth0). In this way, the
physical link is shared between all virtual interfaces. In
this scheme the most important part is the scheduler,

Fig. 1: The idea of virtualization of links.

which is responsible for the performance of the virtual
links1.

1 To obtain fully functional virtual links, a mechanism for
classification of packets from different virtual links (e.g. via
additional header) is also needed. It is not difficult to design and
goes beyond the scope of this paper.
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There are several possible requirements that may be
imposed on the scheduler. For instance, we may demand
limited queueing delay in (one or many) virtual links,
guaranteed bandwidth of (one or many) virtual links, or
optimal usage of the physical output link etc. However,
for the purpose of future networking architectures, which
include quality of service guarantees, the most important
requirement is a full performance isolation. The
performance isolation means that the volume and type of
traffic offered to one of the virtual links has absolutely no
impact on performance of other virtual links.

The performance isolation requirement is fulfilled by
the following scheduler, proposed in [7] and implemented
in a large experimental Future Internet architecture called
the IIP System, [8], using the devices described in [9].
The scheduler works as follows. There areN separate
buffers, one per each ofN virtual links. After leaving the
virtual interface (vif) a packet is stored in the buffer
belonging to the appropriate virtual link. Therefore, in
each buffer a queue of packets is formed. All these queues
are served by the physical link in a cyclic manner.
Namely, the packets from the first queue are transmitted
for constant timeW1, then the packets from the second
queue are transmitted for constant timeW2 etc. After the
last, N-th queue, which is served forWN time, the first
queue is served again for timeW1 and the cycle repeats.
At the end of each transmission phase (sayWi) one packet
may not be transmitted before the end of the phase, due to
lack of time (splitting packets is not allowed). This packet
has to wait in its buffer for the next cycle and the physical
link is idle until the end of the phase. Therefore we may
observe some wastage of bandwidth of the physical link
at the end of each transmission phase. Moreover, even if
there is no traffic on one virtual link, sayj-th, the
scheduler has to wait for the appropriate time,Wj , without
allowing any other virtual link to use the physical link.

We see at first glance, that this scheduler ensures full
performance isolation between the virtual links. However,
it is also non-work conserving, which means that
sometimes the output link is idle even if there are packets
waiting for transmission.

The presented scheduler has several properties that
make its analysis and parameterization complicated. First
of all, we have to deal with the aforementioned bandwidth
wastage. For instance, let us consider the scheduler for
creating two virtual links at a 1Gb/s physical link and set
W1 = W2 = 30µs. Assume that on the first virtual link
only 500-bytes-long packets will be transmitted, while on
the second virtual link there will be 40% of
100-bytes-long packets and 60% of 1000-bytes-long
packets2. Assume that the total traffic offered to each
virtual link is 500Mb/s. As we can guess, the achieved
bitrate of each virtual link may be smaller than 500Mb/s,
due to the packets that could not be transmitted at the end
of each work phase. But how much smaller in each case?

2 Transmission of packets of sizes 100B, 500B and 1000B take
0.8µs, 4µsand 8µs, respectively.

The problem of bandwidth wastage can be reduced by
extending lengths of phasesW1 andW2. However, such
solution comes with the cost of large buffers that have to
store the packets during the vacation phase and large
queues building-up in these buffers, which cause a large
delay before the actual transmission. On the other hand,
short buffers would reduce queue sizes but at the cost of
high number of losses.

Naturally, the presented trade-offs cannot be solved
effectively without a precise analysis of the appropriate
queueing model. The model, in addition to typical
queueing parameters (buffer sizes, arrival and service
rates), has to include the packet size distribution on each
virtual link. Carrying out an analysis of such a model is
the main purpose of this paper.

The full performance isolation causes that each queue
in the discussed scheduler can be analyzed separately, as
a model of a queueing system with vacations. In
particular, a j-th virtual link consists of a queueing
system with alternating work phases of lengthWj and
vacation phases of length∑i 6= j Wi .

The literature on vacation queues is vast. For long
literature lists we may refer the reader either to
monographs [10,11] or to survey papers [12,13]. The
vacation queueing models considered in the literature
differ in several important features, including:

•the arrival process model, e.g. [14,15,16],
•the service process model, e.g. [17,14,18],
•the capacity of buffers (finite or infinite), e.g. [15,16],
•the service discipline (the number of jobs served
during one work period).

Several different service disciplines are considered,
for instance: exhaustive [19], gated [20], number-limited
[21], or time-limited [22,23,24,25]. From our point of
view, the most interesting is the time-limited discipline,in
which the server cannot attend a queue for longer than
some time (called the maximum server attendance, MSA,
time). However, the previously studied models with
time-limited disciplines differ significantly from the
model studied herein. Typically, it is assumed that the
work phase ends immediately after the queue becomes
empty, even if the MSA time has not expired yet, [22,23,
24,25]. Moreover, the preemptive-resume policy is often
assumed for the last packet served in the work phase. This
policy means that the service of the last packet can be
preempted and resumed from the interrupted point in the
next cycle, [22,23,24]. In addition to that, in [25] the
MSA time is not a constant, but an exponentially
distributed random variable.

All the aforementioned differences cause that the
model studied herein has fundamentally different
properties and requires a different analytical approach.

To the best of the authors knowledge, the results
presented in this paper are new. The only paper we know
of, which is devoted to the discussed scheduler, is [26]. It
presents an interesting approach to buffer dimensioning
and analysis of the mean waiting times. However, the
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formulas presented there are approximate and the model
is simplified. Namely, a constant packet size is assumed
in [26] and Wi is assumed as multiple of the constant
transmission time. In this paper we present rigorous
analysis with strict results and without any simplifications
of the model. In fact, as it will be demonstrated, both the
distribution of the packet size and the length of the work
phase, which can be arbitrary chosen here, may have a
deep impact on the system performance.

As regards the method used herein, an analysis of
two-dimensional Markov chain, which stores the queue
size and the size of the packet being transmitted, will be
used as a framework. In addition to that, it will be
required to compute two transient characteristics of the
classic, single-server queue with finite buffer, namely the
joint distribution of the queue size and the size of the
packet being transmitted at timet, as well as the average
number of packets lost in interval(0, t). For both of these
characteristics the method of [27] will be used. It is based
on the Laplace transform technique combined with an
application of special recurrent sequences for solving
explicitly the set of equations for the characteristic of
interest.

The remaining part of the paper is structured in the
following way. In Section2, a formal description of the
model of the scheduler is presented. In Section3, the
actual analysis of the model is carried out. It is divided in
finding the queue size distribution (subsection3.2) and
finding the packet loss ratio (subsection3.3). The next
two Sections,4 and5, are devoted to detailed calculations
of two queueing characteristics needed to obtain the
numerical results for the queue size and loss ratio. Then,
in Section 6, numerical results are presented. They
include studies on the dependence of the virtual link
performance on the packet size distribution, the length of
the work phase and the buffer size. In addition, in each
case the performance of the virtual link is compared with
the performance of an analogous non-virtual link, so that
it could be seen what the cost payed for the virtualization
is.

2 Model description

The model of the scheduler is depicted in Fig.2. Namely,
there areN separate Poisson arrival streams with rates
λ1, . . . ,λN, respectively. Each arrival stream has, besides
the packet arrival rateλi , its own packet size distribution,
Di . There areN buffers of sizesb1, . . . ,bN packets. In
these buffers the packets from the arrival streams are
stored, formingN separate queues. If upon a packet
arrival the appropriate buffer is full, the packet is rejected
and lost.

There is also an output link of capacityC b/s. All the
queues are served by the output link in a cyclic manner,
such that each queue is given a constant service time. In
particular, the first queue is served forW1 seconds, the
second queue is served forW2 seconds, etc. The last,N-th

Fig. 2: The model of the scheduler.

queue is served forWN seconds. Then the cycle repeats,
the first queue is served again forW1 seconds, and so on.

By service of a packet we mean its transmission
through the output link. Naturally, the service time of a
packet depends on the packet size and is equal tod j/C for
a packet of sized j . If the transmission of a packet is
interrupted by the end of phaseWi , the whole packet
remains in the buffer and the transmission of the whole
packet is repeated in the next cycle. Such discipline is
called preemptive repeat-identical (PRI) discipline(see
[25]). Alternatively, we may prevent the transmission of a
packet if there is not enough time by the end of the
transmission phase, to complete it. This approach, more
practical in real systems, makes no difference in the
performance of the scheduler – both models are
equivalent.

Within each queue the packets are stored and served in
the arrival order (i.e. according to FIFO discipline).

As in the presented model we allow different packet
sizes, one might ask why the buffers are dimensioned in
packets, not in bytes. The reason is that in real networking
devices the buffers are commonly dimensioned in
packets. For more details, we refer the reader to [28]. In
particular, it is explained there, why it is easier to
implement the packet-based buffer policy than the
byte-based one.

At the first glance, the presented queueing model
(excluding vacations) might be perceived either as the
M/G/1/b queue, in which the customer (packet) size
translates to the variable service time, or theMX/D/1/b
queue, with constant service time and understanding
”packet” as ”batch of customers”. However, as splitting
packets is prohibited and the buffers are dimensioned in
packets, the more proper is theM/G/1/b model - it will
be used for finding some special characteristics in
Sections4 and5.
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3 Analysis

As it was already stated, the presented scheduler provides
full performance isolation, so each queue can be analyzed
separately. Therefore, in this section we will perform a
detailed analysis of a queue associated with one virtual
link (say j-th virtual link). For simplicity, we will be
omitting index j from now on, so for this particular queue
we have the following parameters:

C – the capacity of the physical link, in bits/s,
W – the duration of the work (transmission) phase,
V – the duration of the vacation phase,V = ∑i 6= j Wi ,
b – the buffer size, in packets,
λ – the rate of the arriving Poisson process,
D – the distribution of packet sizes in the arrival
process.

In particular,D is given byM pairs:

D : (d1, p1), . . . ,(dM, pM),
M

∑
i=1

pi = 1, (1)

where di denotes a packet size, whilepi denotes the
probability of sizedi . The average packet size is equal to

d =
M

∑
i=1

di pi .

We have to make one natural assumption, namely

max{di/C : i = 1, . . . ,M} ≤W,

which means that the service phase,W, is long enough for
completing the transmission of the largest possible packet.
Otherwise, the first occurrence of such packet would result
in a total lock out of the virtual link.

The load offered to the queue is defined as:

ρ = λ d
V +W
CW

.

From now on, byX(t) we will denote the queue size
at timet, including the service position. It is assumed that
the service position is the first position in the buffer. As
the buffer can store no more thanb packets, we have 0≤
X(t)≤ b.

3.1 Auxiliary definitions

Before we start the actual analysis, note that during the
work phase we in fact deal with the classic single-server
queueing system with a finite buffer. For the analysis of
the whole vacation model, we will need two important
characteristics of this classic system, namely the joint

distribution of the queue size and the size of the packet
being served, as well as the average number of packets
lost in the interval of lengtht.

To properly define these characteristics, in this
subsection we assume that we have the classic queueing
system with finite buffer forb packets and Poisson
arrivals of rateλ . The packets arriving at the queue may
have different sizes, with distribution given in (1), and
they are served by the link of capacityC, without any
vacations.

Let S(t) denote the number of the size of the packet
being served at timet. For instance,S(10) = 3 means that
at timet = 10 a packet of sized3 is being served.S(t) = 0
means that at timet the queue is empty.

Assume thatX(0) = n, 0 ≤ n ≤ b, and the sizes of
packets present in the buffer att = 0 are distributed
according to (1).

By Θn(t,m, j) we will denote the probability that at
time t the queue size is equal tom and a packet of sized j
is being transmitted. Namely, we have

Θn(t,m, j) = P{X(t) = m,S(t) = j|X(0) = n}.

Now, let L(a,b) denote the number of packets lost in
time interval (a,b) and ∆n(t) be the average value of
L(0, t) providedX(0) = n, i. e.:

∆n(t) = E{L(0, t)|X(0) = n}. (2)

Both characteristicsΘn(t,m, j) and ∆n(t) will play
important roles in the analysis of vacation queues
associated with virtual links. They will be computed in
Sections4 and5, respectively.

3.2 Queue size

Now we get back to the analysis of the vacation queue
associated with one virtual link, defined at the beginning
of Section3. We will assume that the cycle starts with the
vacation period (t = 0 is the beginning of the first vacation
period). Letαk be the beginning ofk-th vacation period,
i.e.:

αk = (k−1)(V +W), k≥ 1.

When considering the queue size distribution, it is
obvious at first glance that the stationary distribution of
the queue size in the classic sense, i.e.:

lim
t→∞

P{X(t) = m}, m= 0, . . . ,b, (3)

does not exist. This is connected with the cyclic character
of the model, with constant cycle duration. The queue size
at the beginning of the vacation period,αk, is significantly
smaller than at the beginning of the work period,αk +V,
no matter how large isk. This is due to the fact that during
the vacation period we have only arrivals and no service.
As a consequence

lim
k→∞

P{X(αk) = m} 6= lim
k→∞

P{X(αk+V) = m},
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which prohibits the existence of limit (3).
Therefore, instead of (3), we will deal with the

distribution of the queue size at the beginning of the
vacation phase, namely

qm = lim
k→∞

P{X(αk) = m}, m= 0, . . . ,b. (4)

Now, let us denote

Xk = X(αk), Sk = S(αk), k≥ 1.

In particular,Sk is the number of the size of the first
packet that could not be transmitted in thek-th work
period, thus had to wait in the buffer for the next work
period.Sk = 0 means that after thek-th work period the
buffer was empty.

It is easy to see that pair(Xk,Sk) constitutes a two-
dimensional Markov chain. Due to the fact thatSk = 0 if
and only if Xk = 0, there are no states in the form(0, i),
i > 0, nor (n,0), n > 0, and the chain has the following
state space:

Ω = {(m, j) : m= 1, . . . ,b, j = 1, . . . ,M}∪ (0,0).

Our first goal will be finding the transition probabilities
of this chain, i.e.:

Qn,i,m, j = P{Xk+1 = m,Sk+1 = j|Xk = n,Sk = i},

for (n, i),(m, j) ∈ Ω .
To accomplish that, let us introduce the following

sequence of moments in time:

βk =

{

αk+V +di/C, if Sk = i, i 6= 0,
αk+V, if Sk = 0. (5)

Namely,βk is the moment of transmission completion of
the first packet that reminded in the buffer from the
previous work phase. If at the end of the previous work
phase the buffer was empty, thenβk is just the beginning
of the work phase.

Now, in each time interval(αk,βk) there are only
Poisson arrivals and no transmission completion.
Therefore, it is easy to compute the change of the queue
size in this interval – the queue can only grow or stay
unaltered. Namely, denoting

Un,i,l =P{X(βk−)= l |Xk = n,Sk = i}, 0≤ l ≤ b, (n, i)∈Ω ,
(6)

and using Poisson distribution we have:

Un,i,l =











































e−λV (λV)l

l ! , if n= 0, i = 0,n≤ l < b,

∑∞
j=b

e−λV (λV) j

j! , if n= 0, i = 0, l = b,
e−λ (V+di/C)[λ (V+di/C)]l−n

(l−n)! , if n> 0, i > 0,n≤ l < b,

∑∞
j=b−n

e−λ (V+di/C)[λ (V+di/C)] j

j! ,

if n> 0, i > 0, l = b,
0, otherwise.

(7)

UsingUn,i,l and functionsΘn(t,m, j) we can calculate
the transition probabilitiesQn,i,m, j . In particular, applying
the total probability formula with respect to all possible
queue sizes at timeβk we get the following theorem.

Theorem 1. Transition probabilities for Markov chain
(Xk,Sk) have the form:

Qn,i,m, j =















∑b
l=0U0,0,lΘl (W,m, j), if n = 0, i = 0,

∑b
l=nUn,i,lΘl−1(W−di/C,m, j),

if n > 0, i > 0,
(8)

where Un,i,l is given by (7) and Θn(t,m, j) is defined in
subsection3.1.

As chain (Xk,Sk) is ergodic, we can calculate its
stationary distribution

qn,i = lim
k→∞

P{Xk = n,Sk = i}, (n, i) ∈ Ω , (9)

using the standard set of linear equations, i.e:

b

∑
n=1

M

∑
i=1

qn,iQn,i,m, j +q0,0Q0,0,m, j = qm, j , (10)

where 1≤ m≤ b, 1≤ j ≤ M, and

b

∑
n=1

M

∑
i=1

qn,i +q0,0 = 1. (11)

Then, using distributionqn,i we can obtain the
stationary distribution of the queue size at the beginning
of the vacation period:

qn = lim
k→∞

P{Xk = n}=

{

q0,0, if n= 0,
∑M

i=1qn,i , if 0 < n≤ b,
(12)

and its average value:

E(q) =
b

∑
n=0

nqn. (13)

Similarly, we can obtain the stationary distribution of
the size of the packet that was not transmitted at the end of
the work phase and has to wait for the next work phase:

q̃i = lim
k→∞

P{Sk = i}=

{

q0,0, if i = 0,
∑b

n=1qn,i , if 0 < i ≤ M.
(14)

According to our intuition, the latter distribution
should differ significantly from the general packet size
distribution in the arrival stream,D. Roughly speaking,
large packets should more often, than small packets,
remain in the buffer for the next work phase. This
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supposition is true indeed. It will be illustrated via
numerical example presented in subsection6.1.

Finally, note that all the formulas presented in this
section can be easily used in numerical computations. Of
course, the infinite sums appearing in (7) can be replaced
by finite sums, e.g.:

∞

∑
j=b

e−λV(λV) j

j!
= 1−

b−1

∑
j=0

e−λV(λV) j

j!
.

In fact, the most demanding part is computing probabilities
Θn(t,m, j). All the necessary details will be presented in
Section4.

3.3 Loss ratio

In this section we will find the loss ratio,LR, of one virtual
link. The loss ratio is defined as the long-run fraction of
packets lost due to the buffer overflow.

We will start with calculations of the probability that
in the time interval(αk,βk) there will be j losses and just
after time βk the queue size will bem. Namely, by
L(αk,βk) we denote the number of packets lost in time
interval(αk,βk) and define

Yn,i,m( j) = P{L(αk,βk) = j,X(βk+) = m|Xk = n,Sk = i},

where(n, i) ∈ Ω , m= 0, . . . ,b and j = 0,1, . . ..
Using Poisson distribution we get

Yn,i,m( j)=



















































e−λV (λV)m

m! , if n= 0, i = 0,0≤ m≤ b, j = 0,
e−λV (λV)b+ j

(b+ j)! , if n= 0, i = 0,m= b, j > 0,
e−λ (V+di/C)[λ (V+di/C)]m−n+1

(m−n+1)! ,

if n> 0, i > 0,n−1≤m≤b−1, j = 0,
e−λ (V+di/C)[λ (V+di/C)]b−n+ j

(b−n+ j)! ,

if n> 0, i > 0,m= b−1, j > 0,
0, otherwise.

(15)
Now, using the stationary distribution of chain

(Xk,Sk), probabilitiesYn,i,m( j) and function∆n(t), we can
easily obtain the final formula.

Theorem 2. The loss ratio for one virtual link is equal to

LR=

1
λ (V +W)

[ b

∑
n=1

M

∑
i=1

∞

∑
j=0

b

∑
m=0

qn,iYn,i,m( j)
(

j +∆m(W−di/C)
)

+
∞

∑
j=0

b

∑
m=0

q0,0Y0,0,m( j)
(

j +∆m(W)
)

]

, (16)

where Yn,i,m( j) is given by (15) and ∆n(t) is defined in
subsection3.1.

Again, note that formulas (15) and (16) can be used in
numerical computations and the most demanding part is
computing functions∆n(t). All the necessary details will
be presented in Section5.

Finally, note that the packet loss ratio (the fraction of
packet lost) is equal to the data loss ratio (i.e. the overall
loss ratio taking into account packet sizes). This is because
the rejection or acceptance of a packet upon its arrival does
not depend on the packet size. Therefore lost packets have
the same size distribution as accepted packets.

4 Calculations of Θn(t,m, j)

In this section we deal with the classic queueing system
with finite buffer forb packets and Poisson arrivals of rate
λ . The packets arriving at the queue may have different
sizes with distribution (1) and they are served by the link
of capacityC, with no vacations. Assume thatX(0) = n,
0 ≤ n ≤ b, and sizes of packets present in the buffer at
t = 0 are distributed according to (1).

We are interested in the joint distribution of the queue
size and the size of the packet being transmitted at timet,
i.e.:

Θn(t,m, j) = P{X(t) = m,S(t) = j|X(0) = n}.

To find this distribution (and the distribution of∆n(t)
in the next section) we will use the method systematized
in [27]. The method is based on the Laplace transform
technique combined with an application of recurrent
sequences in form of (26). It can be used for solving
various finite-buffer queueing systems with Markovian
arrivals, including the classic systems (e.g.M/G/1/N,
MX/G/1/N, PH/G/1/N, BMAP/G/1/N) and some
special models (e.g. [29,30,31]).

Let us assume first that the buffer is not empty at the
beginning, i.e.X(0) = n > 0. Using the total probability
law with respect to the size of the first packet in the buffer
we obtain the following equations:

Θn(t,m, j) =
M

∑
i=1

pi I(di/C< t)

·

[b−n−1

∑
k=0

Θn+k−1(t −di/C,m, j)
e−λdi/C(λdi/C)k

k!

+
∞

∑
k=b−n

Θb−1(t −di/C,m, j)
e−λdi/C(λdi/C)k

k!

]

+ζn(t,m, j), 0< n≤ b, (17)

where

ζn(t,m, j) =I( j > 0)p j I(d j/C≥ t)

·











0, if m< n,
e−λ t (λ t)m−n

(m−n)! , if n≤ m< b,

∑∞
k=b−n

e−λ t (λ t)k

k! , if m= b,

c© 2014 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.8, No. 6, 2653-2666 (2014) /www.naturalspublishing.com/Journals.asp 2659

andI(·) is defined as

I(A) =

{

1, if A is true,
0, otherwise.

The first component of (17) corresponds to the case
when the transmission of the first packet takes less thant
time and during the transmission of this packet the buffer
is not overflowed. The second component corresponds to
the case when transmission of the first packet takes less
thant time, but during the transmission of this packet the
buffer gets overflowed. Finally, the third component of
(17) corresponds to the case when the service of the first
packet takes more thant time. As we haveX(0) = n> 0,
only j > 0 is possible in this case.

If we assume that the buffer is initially empty and use
the total probability law with respect to the first arrival
time, we get the following equation:

Θ0(t,m, j)

=

∫ t

0
Θ1(t −u,m, j)λe−λudu+e−λ t I(m= 0, j = 0).

(18)

Naturally, the first component of (18) corresponds to the
case when the first arrival time,u, is beforet. The second
component corresponds to the case when the first arrival
time is aftert.

Now we want to solve the system of equations (17) and
(18). Denoting

θn(s,m, j) =
∫ ∞

0
e−stΘn(t,m, j)dt

and applying the Laplace transform to (17) and (18) we
obtain:

θn(s,m, j) =
b−n−1

∑
k=0

ak(s)θn+k−1(s,m, j)

+
∞

∑
k=b−n

ak(s)θb−1(s,m, j)

+zn(s,m, j), 0< n≤ b, (19)

θ0(s,m, j) =
λ

s+λ
θ1(s,m, j)+

I(m= 0, j = 0)
s+λ

, (20)

where

zn(s,m, j) = I( j > 0)p j

·







0, if m< n,
gm−n(s, j), if n≤ m< b,
(1−e−d j s/C)/s−∑b−n−1

i=0 gi(s, j), if m= b,

ak(s) =
M

∑
i=1

pie
−(λ+s)di/C(λdi/C)

k/k!, (21)

gk(s, i)

=
1
k!

λ k(s+λ )−1−k[Γ (k+1)−Γ (k+1,(s+λ )di/C)
]

,

(22)

Γ (k) denotes the gamma function andΓ (k, t) denotes the
incomplete gamma function. Using the substitution

θ̃n(s,m, j) = θb−n(s,m, j),

(19) and (20) yields:

n

∑
k=−1

ak+1(s)θ̃n−k(s,m, j)− θ̃n(s,m, j) = ψn(s,m, j),

0≤ n< b, (23)

θ̃b(s,m, j) =
λ

s+λ
θ̃b−1(s,m, j)+

I(m= 0, j = 0)
s+λ

, (24)

where

ψn(s,m, j) =an+1(s)θ̃0(s,m, j)

−
∞

∑
k=n+1

ak(s)θ̃1(s,m, j)−zb−n(s,m, j).

Using Lemma 3.2.1 of [32], we obtain the general solution
of (23) in the form

θ̃n(s,m, j) =c(s,m, j)Rn+1(s)

+
n

∑
k=0

Rn−k(s)ψk(s,m, j), n≥ 0, (25)

wherec(s,m, j) is an unknown function which does not
depend onn and

R0(s) = 0, R1(s) =
1

a0(s)
,

Rk(s) = R1(s)
(

Rk−1(s)−
k−1

∑
i=0

Rk−1−i(s)ai+1(s)
)

, k> 1.

(26)
Now we are left with the task of finding unknowns

c(s,m, j) and θ̃0(s,m, j), θ̃1(s,m, j) which occur in
ψn(s,m, j). From (25), for n= 0 we get

c(s,m, j) = a0(s)θ̃0(s,m, j). (27)

From (23), for n= 0 we get

θ̃1(s,m, j) =
(

θ̃0(s,m, j)−zb(s,m, j)
)

/ f (s), (28)

where

f (s) =
∞

∑
k=0

ak(s) =
M

∑
i=1

pie
−sdi/C.
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Substituting (27) and (28) into (25) we obtain

θ̃n(s,m, j) =θ̃0(s,m, j)

[

Rn+1(s)a0(s)

+
n

∑
k=0

Rn−k(s)
(

ak+1(s)−
∑∞

i=k+1ai(s)

f (s)

)

]

+
1

f (s)

n

∑
k=0

Rn−k(s)

( ∞

∑
i=k+1

ai(s)zb(s,m, j)

− f (s)zb−k(s,m, j)

)

=θ̃0(s,m, j)un(s)+wn(s,m, j), (29)

where

uk(s) = Rk+1(s)a0(s)+
k

∑
i=0

Rk−i(s)bi(s), (30)

bk(s) = ak+1(s)+
1

f (s)

k

∑
i=0

ai(s)−1, (31)

wk(s,m, j) =
k

∑
i=0

Rk−i(s)

[

zb(s,m, j)
(

1−
1

f (s)

i

∑
j=0

a j(s)
)

−zb−i(s,m, j)

]

. (32)

Substitutingn= b andn= b−1 into (29) and using (24)
yields

θ̃0(s,m, j) = θb(s,m, j) =

=
λwb−1(s,m, j)− (s+λ )wb(s,m, j)+ I(m= 0, j = 0)

(s+λ )ub(s)−λub−1(s)
.

(33)

Finally, substituting (33) to (29) we have proven the
following theorem.

Theorem 3. The Laplace transform of the joint
distribution of the queue size and the size of the packet
being transmitted at time t is equal to

θn(s,m, j) =

ub−n(s)
λwb−1(s,m, j)−(s+λ )wb(s,m, j)+ I(m=0, j=0)

(s+λ )ub(s)−λub−1(s)

+wb−n(s,m, j), 0≤ n≤ b, (34)

where functions uk(s), wk(s,m, j) are defined in (30), (32),
respectively.

For practical purposes we are interested in values of
Θn(t,m, j), so that we could use them in (8). To obtain
values ofΘn(t,m, j) from (34), one of the methods for
numerical inversion of the Laplace transform can be used.
We use the method proposed in [33].

5 Calculations of ∆n(t)

It this section we deal again with the classic finite-buffer
queue as defined at the beginning of the previous section,
but now we are interested in the average number of losses.
In particular, letL(0, t) denote the number of packets lost
in interval(0, t) and let∆n(t) be its average value provided
X(0) = n (see (2)). We will find the Laplace transform of
∆n(t):

δn(s) =
∫ ∞

0
e−st∆n(t)dt. (35)

Arguing similarly as in the previous section we obtain for
the initially non-empty system:

∆n(t)

=
M

∑
i=1

pi I(di/C< t)
b−n−1

∑
k=0

∆n+k−1(t −di/C)
e−λdi/C(λdi/C)k

k!

+
M

∑
i=1

pi I(di/C< t)
∞

∑
k=b−n

[

k−b+n+∆b−1(t −di/C)

]

·
e−λdi/C(λdi/C)k

k!

+
M

∑
i=1

pi I(di/C≥ t)
∞

∑
k=b−n

(k−b+n)
e−λ t(λ t)k

k!
, 0< n≤ b,

(36)

and for the initially empty system

∆0(t) =
∫ t

0
∆1(t −u)λe−λudu. (37)

Application of the Laplace transform to (36) and (37)
gives:

δn(s) =
b−n−1

∑
k=0

ak(s)δn+k−1(s)

+
∞

∑
k=b−n

ak(s)δb−1(s)+cn(s), 0< n≤ b, (38)

δ0(s) = y(s)δ1(s), (39)

with

y(s) =
λ

s+λ
,

ck(s) =
1
s

∞

∑
i=b−k

(i −b+k)ai(s)+
∞

∑
i=b−k

(i −b+k)ei(s),

ek(s) =gk(s,1)+
1
k!

λ k(s+λ )−1−k

·
M

∑
i=2

(

1−
i−1

∑
k=1

pk
)

[

Γ (k+1,(s+λ )di−1/C)

−Γ (k+1,(s+λ )di/C)

]

, (40)
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and gk(s, i) defined in (22). Changing indexes by
substitutionδ̃n(s) = δb−n(s) we obtain

n

∑
k=−1

ak+1(s)δ̃n−k(s)− δ̃n(s) = ϕn(s), 0≤ n≤ b−1,

(41)

δ̃b(s) = y(s)δ̃b−1(s), (42)

where

ϕn(s) = an+1(s)δ̃0(s)−
∞

∑
k=n+1

ak(s)δ̃1(s)−cb−n(s).

Using Lemma 3.2.1 of [32], every solution of the system
(41) has the form

δ̃n(s) = Rn+1(s)c(s)+
n

∑
k=0

Rn−k(s)ϕk(s), (43)

wherec(s) does not depend onn. It remains to findc(s),
δ̃0(s) andδ̃1(s). Formula (43) with n= 0 yields:

c(s) = a0(s)δ̃0(s). (44)

Substitutionn= 0 in (41) gives:

δ̃0(s) =
∞

∑
k=0

ak(s)δ̃1(s)+cb(s). (45)

Then, substitutingn= b andn= b−1 in (43) and utilizing
(42) we get

δ̃0(s) =δb(s) =

=

[

y(s)
b−1

∑
k=0

Rb−1−k(s)vk(s)−
b

∑
k=0

Rb−k(s)vk(s)

]/

[

Rb+1(s)a0(s)+
b

∑
k=0

Rb−k(s)bk(s)−y(s)
[

Rb(s)a0(s)

+
b−1

∑
k=0

Rb−1−k(s)bk(s)
]

]

, (46)

where

vk(s) =
(

1−
1

f (s)

k

∑
i=0

ai(s)
)

cb(s)−cb−k(s) (47)

andbk(s) is defined in (31). Finally, using (43) again, we
obtain the following theorem.

Theorem 4. The Laplace transform of the average number
of losses in interval(0, t) has the following form:

δn(s) =
b−n

∑
k=0

Rb−n−k(s)vk(s)+δb(s)

[

Rb−n+1(s)a0(s)

+
b−n

∑
k=0

Rb−n−k(s)bk(s)

]

, 0≤ n≤ b, (48)

where Rk(s), vk(s), δb(s), a0(s) and bk(s) are given in (26),
(47), (46), (21) and (31), respectively.

Naturally, we can again use the inversion method of
[33] for obtaining the values of∆n(t) and use them in (16).

6 Examples

In the following set of numerical examples we checked the
performance of three virtual links created at a physical link
of capacity3:

C= 1Gb/s.

If not stated otherwise, the total rate of the traffic offered
to each of the virtual links was 330Mb/s and all three
work phases were equal. Therefore, for each virtual link
the offered load was:

ρ = 0.99.

However, the packet size distributions were different.
Namely, to the first link only 256-bytes-long packets were
offered, to the second link only 512-bytes-long packets
were offered, while to the third link the packets of size
40bytes, 512bytes and 1500bytes were offered, according
to the following distribution:

D : d1 = 40B, d2 = 512B, d3 = 1500B,

p1 = 0.494, p2 = 0.270, p3 = 0.236, (49)

As we can calculate, the average packet size in the third
link was also

d = 512B.

Taking into account the total arrival rates and the
average packet sizes, the packet arrival rates were:

λ1 = 161132.812, λ2 = λ3 = 80566.406.

Translating these into the queueing terminology: the
Poisson arrival rate to the first link was 161132.812 per
second, while to the second and third link – 80566.406
per second. The service time of a customer in the first link
was constant and equal to 2.048µs, the service time of a
customer in the second link was constant and equal to
4.096µs, the service time in the third link could be
0.32µs or 2.048µs or 12µs, with probabilities 0.494,
0.270 and 0.236, respectively.

6.1 Dependence on the packet size distribution

In the first example we setW1 = W2 = W3 = 32µs,
b1 = b2 = b3 = 20 and checked the dependence of the
loss ratio and the average queue size4 on the packet size

3 Herein we use the metric meaning of prefixes, i.e.G =
giga= 109, M = mega= 106.

4 Here and subsequently, the average queue size in virtual links
will be calculated at the beginning of the vacation period.
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distribution. The results for the three virtual links are
shown in the ’virtual links’ section of Tab. 1.

For comparison, in the ’non-virtual links’ section of
Tab. 1, the results for adequate non-virtual links of
capacity 333.333Mb/s, with offered traffic of rate
330Mb/s, are shown. They were obtained using the
formulas for the classicM/G/1/b queue (see, for
instance, [34], page 202), with the same packet size
distribution and the buffer size as in the adequate virtual
link case.

As we can see in Tab. 1, in the virtual links case, the
loss ratio depends strongly on both the average packet
size and the packet size distribution. Namely, for constant
size 256B we have 5.23% losses, for constant size 512B –
9.79% losses, while for distributed size (with the same
average, 512B) as much as 16.91%. Surprisingly, the
average queue size is slightly smaller for distributed
packet sizes than for the constant sizes (11.59 versus
12.05).

Both these effects can be understood when we have
a look at the distribution of the size of the packet whose
transmission was not completed due to lack of time at the
end of the work phase. For the third virtual link we have:

q̃0 = 0.0458, q̃1 = 0.0048, q̃2 = 0.2833, q̃3 = 0.6661.

As we have ˜q3 >> p3, we can confirm now the
intuition that the large packets (1500B) remain in the
buffer for the next cycle much more frequently than they
appear in the arrival stream. This explains a relatively
small queue size at the end of the work phase - the queue
(in packets) may be slightly shorter, but the first packet in
the queue is usually large.

Now we can compare the performance of virtual and
non-virtual links. As expected, in non-virtual links there
are also some losses – they are connected with a random
structure of arrivals and finite buffering space. However,
in virtual links there are additional losses connected with
the bandwidth wastage at the end of the work phase.
Therefore, it could be convenient to define the
virtualization cost as the percent of the physical
bandwidth lost due to virtualization, or, in other words,
the difference between the loss ratio in the virtual link and
adequate non-virtual one, i.e.:

cost= LRvirtual−LRnon-virtual.

In the last column of Tab. 1. the virtualization costs
for the three studied virtual links are presented. We have
cost1 = 3.16%, cost2 = 7.72% and cost3 = 11.93%,
respectively. As we can see, the cost grows with the
average packet size, as well as with the variability of the
packet size.

6.2 Dependence on the work phase duration

In the second set of examples we keptρ = 0.99,b1 = b2 =
b3 = 20, but changed the phases lengths.

In particular, in Tab. 2 the results for
W1 = W2 = W3 = 64µs are shown. For links 2 and 3 the
loss ratio dropped significantly comparing to 32µs
phases, which was to be expected. However, for link 1 the
loss ratio increased significantly, which might be
surprising at first glance. This effect can be explained
using the buffer sizes. If we are extending the phases
lengths, from some point the buffers become insufficient
to store the traffic incoming during the vacation phase.
This is more visible when the packets are small – in link 1
there are twice more arriving packets than in links 2 and
3.

In Tab. 3 the results for short phases,
W1 = W2 = W3 = 16µs, are presented. For links 2 and 3
we have very high loss ratios due to the bandwidth
wastage at the end of the work period. However, for link 1
the loss ratio is almost unaltered compared to phase 64µs.
Now the buffer is large enough, but the bandwidth
wastage effect is more dominant, and the balance between
these two effects led to a similar result.

Now, it must be stressed that the performance of a
virtual link may depend in a highly variable,
non-monotonic manner on the phase length, especially for
constant packet sizes and short phase lengths. An example
of the dependence of the loss ratio on the work phase
length for link 2 is depicted in Fig.3. As we can see, even
a minor change of the phase length may cause an increase
of the loss ratio from 0.03 to 0.3 and vice versa. This is
again connected with the bandwidth wastage at the end of
the work period. If the work period is slightly greater than
a multiple of packet transmission time, the bandwidth
wastage is low. If the work period is slightly smaller than
a multiple of packet transmission time, the bandwidth
wastage is high, especially if the phase is short.

6 8 10 12 14 16 18
W

0.1

0.2

0.3

0.4

0.5
L R

Fig. 3: The loss ratio versus the work period duration for link 2.
ρ = 0.99, b= 20. The work period wasW (in µs), the vacation
period wasV = 2W.
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Table 1: The loss ratio and the average queue size for three virtual and three non-virtual links. ρ = 0.99, b1 = b2 = b3 = 20,W1 =
W2 =W3 = 32µs.

virtual links results non-virtual links results

link loss average stddev loss average stddev cost
ratio queue queue ratio queue queue

link 1, 256B 0.0523 5.960 3.909 0.0207 9.416 5.735 3.16%
link 2, 512B 0.0979 12.05 3.987 0.0207 9.416 5.735 7.72%

link 3, distr.D 0.1691 11.59 5.371 0.0498 9.775 6.091 11.93%

Table 2: The loss ratio and the average queue size for three virtual and three non-virtual links. ρ = 0.99, b1 = b2 = b3 = 20,W1 =
W2 =W3 = 64µs.

virtual links results non-virtual links results

link loss average stddev loss average stddev cost
ratio queue queue ratio queue queue

link 1, 256B 0.0967 0.889 1.403 0.0207 9.416 5.735 7.60%
link 2, 512B 0.0523 5.960 3.909 0.0207 9.416 5.735 3.16%

link 3, dist.D 0.1074 6.662 5.143 0.0498 9.775 6.091 5.76%

Table 3: The loss ratio and the average queue size for three virtual and three non-virtual links. ρ = 0.99, b1 = b2 = b3 = 20,W1 =
W2 =W3 = 16µs.

virtual links results non-virtual links results

link loss average stddev loss average stddev cost
ratio queue queue ratio queue queue

link 1, 256B 0.0979 12.05 3.987 0.0207 9.416 5.735 7.72%
link 2, 512B 0.2239 16.77 1.983 0.0207 9.416 5.735 20.32%

link 3, distr.D 0.3301 16.13 3.722 0.0498 9.775 6.091 28.03%

6.3 Dependence on the buffer size

In the third set of numerical examples we checked the
dependence of the virtual links performance on the buffer
size. In all examplesW1 =W2 = W3 = 32µs was set. The
results for the buffers of sizes 10 and 40 are presented in
Tables 4 and 5, respectively. These tables are also to be
compared with Tab. 1, where the results for buffers of size
20 are presented. As we can see, for small buffer (b= 10)
the loss ratio is high, especially for small constant
packets, or distributed sizes. For larger buffers, the loss
ratio stabilizes – there are small differences between
b = 20 andb = 40. This is confirmed in Fig.4, in which
the dependence of the loss ratio on the buffer size for link
2 is depicted.

As we can see in Tables 4, 1 and 5, the queue size
changes in a different way - it grows linearly with buffer
size. This is further depicted in Fig.5, where the average
queue size versus the buffer size for link 2 is depicted.

Now, both Figs.4 and 5 indicate that the system
would be unstable (the queue growing to infinity), if the
buffer was infinite, even though we haveρ < 1. Once
again, this is due to the bandwidth wastage at the end of
each work period. Therefore, it is an interesting open

question, whichρ would guarantee stability of the queue
size in the case of an infinite buffer. For instance, for
ρ = 0.85 (λ2 = 69173.177) the system would be stable. It
can be observed in Figs.6 and 7. When the buffer size
grows, the queue grows only up to a certain level and then
remains unaltered. As for the loss ratio, it decreases to
zero with the buffer size. This behaviour of the queue is
different than observed in Figs.4, 5. Therefore we may
expect that somewhere in interval(0.85,0.99) there is the
critical load, below which the system is stable, even with
an infinite buffer.

7 Conclusions

We presented an analysis of a scheduling algorithm that
creates several virtual links on one physical link by
switching the service between the virtual links. In
particular, we have proven formulas for calculating the
queue size distribution and the loss ratio for queues
associated with virtual links. We have shown numerical
examples of the performance characteristics of created
virtual links, including their dependence on the most
important system parameters. We also presented the cost
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Table 4: The loss ratio and the average queue size for three virtual and three non-virtual links. ρ = 0.99, b1 = b2 = b3 = 10,W1 =
W2 =W3 = 32µs.

virtual links results non-virtual links results

link loss average stddev loss average stddev cost
ratio queue queue ratio queue queue

link 1, 256B 0.1448 0.820 1.152 0.0463 4.901 2.895 9.85%
link 2, 512B 0.1197 3.630 2.187 0.0463 4.901 2.895 7.34%

link 3, distr.D 0.2107 3.994 3.011 0.0994 4.985 3.218 11.13%

Table 5: The loss ratio and the average queue size for three virtual and three non-virtual links. ρ = 0.99, b1 = b2 = b3 = 40,W1 =
W2 =W3 = 32µs.

virtual links results non-virtual links results

link loss average stddev loss average stddev cost
ratio queue queue ratio queue queue

link 1, 256B 0.0347 20.43 8.833 0.0083 17.45 11.34 2.64%
link 2, 512B 0.0953 31.56 4.957 0.0083 17.45 11.34 8.70%

link 3, distr.D 0.1571 30.05 7.663 0.0233 18.88 11.82 13.38%
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Fig. 4: The loss ratio versus the buffer size for link 2.ρ = 0.99,
W = 32µs,V = 64µs.

of link virtualization, i.e. the percent of bandwidth lost
due to the usage of virtual, instead of physical, link. As
we could see, this cost is not marginal and varies from a
few to even thirty percent in some parameterizations.
Naturally, this observation is not meant to depreciate the
idea of link virtualization, but to demonstrate only, that
creating virtual links is not for free.

As we could see also, manipulating the parameters of
the system (durations of phases, buffer sizes, packet sizes)
have a complex (and sometimes counterintuitive) impact
on the system performance. We hope that the provided
mathematical tools will be of help in the design and
parameterization of virtual links.

As for the future work, there are two important goals
to be accomplished. The first is finding the distribution of
the queueing delay (waiting time) in the presented
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Fig. 5: The average queue size versus the buffer size for link 2.
ρ = 0.99,W = 32µs,V = 64µs.
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Fig. 6: The loss ratio versus the buffer size for link 2.ρ = 0.85,
W = 32µs,V = 64µs.
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Fig. 7: The average queue size versus the buffer size for link 2.
ρ = 0.85,W = 32µs,V = 64µs.

scheduler. The second is formulation of the conditions
under which the scheduler with infinite buffers would be
stable (as discussed at the end of section6.3).
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