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Abstract: This paper constructs a forecasting model for coal mining water inrush from the floor through the analysis and careful
study of the mechanism of water inrush in coal mining and the Self-Adaptive Evolutionary Extreme Learning Machine (SaE-ELM)
which obtains self-learning, generalization performanceand speediness is used. In SaE-ELM, the network hidden node parameters
are optimized by the self-adaptive differential evolutionalgorithm, whose trial vector generation strategies and their associated control
parameters are self-adapted in a strategy pool by learning from their previous experiences in generating promising solutions. Large
amounts of historical data of mining water inrush is collected and the main controlling factors are extracted as sample data to train and
test the forecasting model by the SaE-ELM, which can forecast both the existence of a water inrush from the floor and the level of the
water inrush. Experiments are given to prove that the proposed method reduces the time of model construction and computation, and
improves the speed and accuracy of the forecast of coal mining water inrush.

Keywords: Coal Mining Water Inrush, Forecasting Model, Extreme Learning Machine (ELM), Self-Adaptive Evolutionary Extreme
Learning Machine(SaE-ELM), Support Vector Machine (SVM)

1 Introduction

Coal mining water inrush is one of the five big disasters in
coal mining, so a quick and accurate forecast of water
inrush is a bulwark for the safety in production of the coal
mining [1]. Water inrush forecast refers to
hydrogeological conditions, rock mechanics, mining
conditions and other factors. The complex nonlinear
relationship among the above factors makes it difficult to
use the traditional mathematical theory to contrast the
forecasting model.

Back-propagation (BP) algorithm, support vector
machine (SVM) algorithm and many other algorithms
have been applied to the coal mine water inrush forecast
with the development of computational intelligence.Wang
[2] established the forecasting model of coal mining
water inrush based on BP neural network which is trained
by the genetic algorithm. This method improves the
accuracy of training, however, BP neural network needs a
lot of time for parameter adjustment because of the
structural characteristics of BP neural network. Qin [3]
used the support vector machine to establish the

forecasting model to forecast and prevent water disaster
in coal mine, whose radial basis function and parameter
were gained by grid search and 5-folder cross validation.
Although this method achieved good effect,it consumes a
lot of time to adjust the parameters of SVM.

Recently, a new method called extreme learning
machine (ELM) [4,5] was developed for SLFNs and was
popular for its fast training speed by means of utilizing
random hidden node parameters and calculating the
output weights with least square algorithm [6,7,8]. These
features enable ELM to overcome several limitations
existed in gradient-descent based algorithms, such as
stuck in the local minima and slow convergence
performance [9]. Zhao [10] used principal component
analysis (PCA) combined with ELM to establish
forecasting model, whose speed and accuracy are
enhanced, but for the hidden node parameters are
randomly chosen and they remain unchanged during the
training phase, the model trained by ELM is random. In
self-adaptive evolutionary extreme learning machine
(SaE-ELM), the network hidden node parameters are
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optimized by the self-adaptive differential evolution
algorithm, whose trial vector generation strategies and
their associated control parameters are self-adapted in a
strategy pool by learning from their previous experiences
in generating promising solutions [9].

In addition, China has divided the water inrush into
four types based on the maximum water inrush, but most
of the existed methods only forecast whether there will be
a water inrush, it is not easy to make pretreatment for
different water inrush situations. In this paper, SaE-ELM
algorithm is used to train and test the historical data to
building model, and the data contains seven main
controlling factors, such as fault throw, water pressure,
the thickness of waterproof layer and so on. The proposed
forecasting model can be used to forecast whether there
will be a water inrush and show the type of water inrush,
then give a pre-warning in appropriate level.

2 SaE-ELM

SaE-ELM is an improved algorithm which is proposed for
the drawbacks of ELM. ELM [4,5,6,7,8] is a new
learning algorithm for single-hidden layer feed-forward
neural networks (SLFNs), which was proposed in 2004.
SaE-ELM randomly chooses hidden node parameters and
analytically determines the output weights of SLFNs. In
theory, this algorithm tends to provide good
generalization performance at extremely fast learning
speed. However, since all the network hidden node
parameters of ELM is randomly generated, the model
trained by ELM will be random. In SaE-ELM algorithm,
an adaptive differential evolution algorithm is used to
optimize the hidden node parameters, which ensures a
more compact network size than ELM and avoids the
limitations of ELM. And what’s more, the generalization
performance will be improved.

2.1 Extreme learning machine (ELM)

For ELM is the foundation of SaE-ELM, we describe the
essence of ELM in this section.

ForN arbitrary distinct samples(xi, ti), wherexi = [xi1,
xi2, ...,xin]∈Rn andti = [ti1, ti2, ..., tim]∈Rm, the activation
function isg(x) and the output of a SLFN withL hidden
nodes is

L

∑
i=1

βigi(xj) =
L

∑
i=1

βig(wi ·xj,bi) = oi, j = 1, ...,N (1)

where wi ∈ Rn and bi ∈ R are the jth hidden node
parameters,wi is the weight vector connecting theith
hidden node and the input nodes,bi is the threshold of the
ith hidden node, andβi = [βi1,βi1, ...,βiL]

T is the weight
vector connecting theith hidden node and the output
nodes.Wi ·xj denotes the inner product ofwi andxj, g(x)
is activation function and Sigmoid, Sine, Hardlim and

other functions are commonly used. The output nodes are
chosen linear in this paper.

That standard SLFNs withL hidden nodes with
activation functiong(x) can approximate theseN samples
with zero error means that

L

∑
j=1

∥

∥o j − t j
∥

∥= 0, i.e. (2)

there existwi, βi andbi such that

L

∑
i=1

βig(wi ·xj + bi) = tj, j = 1,2, ...,N (3)

The aboveN equations can be written compactly as

Hβ = T (4)

where

H[w1, ...wl,b1, ...,bL,x1, ...xN]

=







hx1)
...

h(xN)







=







g(w1 ·x1 + b1) · · · g(wL ·xL + bL)
...

...
...

g(w1 ·xN + b1) · · · g(wL ·xN + bL)







N×L

(5)

β =







β T
1
...

β T
L







L×m

(6)

T =







tT
1
...

tT
N







N×m

(7)

As named in Huang et al. [5,6], H is called the hidden
layer output matrix of the neural network; theith column
of H is theith hidden node output with respect to the inputs
x1,x2, . . .xN .

Given any small positive valueε > 0 and activation
functiong : R → R which is infinitely differentiable in any
interval, there exists such that forN arbitrary distinct
samples(xi, ti), wherexi ∈ Rn andti ∈ Rm, for anywi and
bi randomly chosen from any intervals ofRn and R,
respectively, according to any continuous probability
distribution, then with probability one,
‖HN×LβL×m −TN×m‖< ε.

In most cases of practical application, the number of
hidden nodesL is less thanN, so we can not find the
parameters to makeHβ = T. In order to find specific
wa

i ,b
a
i ,β a

i (i = 1. . .L) such that

‖H(wa
1 . . .w

a
L,b

a
1 . . .b

a
L)β −T‖

= m
β

in‖(w1 . . .wL,b1 . . .bL)β −T‖ (8)
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We should find the smallest norm least-squares solution of
the above linear system through formula(9)

β = H+T (9)

whereH+ is the Moor-Penrose generalized inverse of the
hidden layer output matrixH.

2.2 Parameter Optimization

In SaE-ELM, the network hidden node parameters are
optimized by the self-adaptive differential evolution
algorithm. Differential Evolution (DE) is arguably one of
the most powerful stochastic real-parameter optimization
algorithms in current use. It is a simple yet efficient
evolutionary technique for many real-world optimization
problems [11]. It through three operations including
mutation, crossover and selection to produce the new
population, and the process is repeated until the stop
condition is met. Its success is highly dependent on the
choice of correct trial vector generation strategies and
control parameters [12]. However, the user needs to find
the best values for the control parameters of DE for each
problem. Finding the best values for the control
parameters for each problem is a time consuming task
[13]. In the adaptive differential evolution algorithm, a set
of control parametersF and crossover rateCR are
randomly generated for each target vector. The mutation
strategy was chosen through the evaluation of fitness
function.

A set of NP vectors where each one includes all the
network hidden node parameters are initialized as the
populations of the first generation

θk,G = [wT
1,(k,G), . . . ,w

T
L,(k,G),b

T
1,(k,G), . . . ,b

T
L,(k,G)] (10)

wherew j andb j j = (1, . . . ,L) are randomly generated,G
represents the generation andk = 1,2, . . . ,NP.

Then DE employs a self-organizing scheme that takes
the difference vector of randomly chosen population
vectors to perturb an existing vector to generate a new
mutant vector. Here, we list four mutation strategies that
we will use as follows:

vk,G = θr1,G +F(θr2,G −θr3,G)

vk,G = θr1,G +F(θbest,G −θr1,G)

+ F(θr2,G −θr3,G)+F(θr4,G −θr5,G) (11)

vk,G = θr1,G +F(θr2,G −θr3,G)+F(θr4,G −θr5,G)

vk,G = θr1,G +K(θbest,G − vk,G)+F(θr2,G −θr3,G)

In all this equations,F is randomly generated
according to the normal distributionsN(0.5,0.3), the
indices r1,r2, r3,r4,r5 are mutually exclusive integers
randomly generated within the range[1,2, . . .NP], which

are also different from the indexi. The control parameter
K is randomly generated within the region 0≤ K ≤ 1.

After generating all the mutant vectors, a crossover
procedure is used to increase the diversities of the
perturbed parameter vectors. A trial vectoruk,G( j) is
created according to the following crossover equation

uk,G( j) =

{

vk,G( j) i f (rand j ≤CR)or( j = jrand)

θk,G( j) otherwise
(12)

whereCR is the crossover rate to control the fraction of
the parameter values copied from the mutant vector and is
randomly generated according to the normal distributions
N(0.5,0.1). rand j is the jth evaluation of a uniform
random number generator with outcome in [0, 1].jrand is
a randomly chosen integer from[1,L] and is introduced to
ensure that there exist at least one parameter inuk,G
differing from the target vectorθk,G.

Calculate the network output weight matrix and root
mean square error (RMSE) with respect to each
population vector with equation (9) and the following
equation, respectively.

RMSEk,G

=

√

∑n
i=1‖∑L

j=1β jg(w j,(k,G),b j,(k,G),xi − ti)‖

m×N

(13)

Then use the value of RMSE to calculate the new best
population vectorθk,G+1 with the following equation.

θk,G+1 =



































uk,G+1 i f (RMSEθk,G −RMSEθk,G+1)

> ε ·RMSEθk,G

uk,G+1 i f |RMSEθk,G −RMSEθk,G+1|

< ε ·RMSEθk,G

and‖βuk,G+1‖< ‖βuk,G‖

θk,G otherwise

(14)

The three operations mutation, crossover and selection are
repeated until the goal is met or the maximum iterations
are reached. At last we calculate the output weightsβi =
[βi1,βi2, . . .β T

iL] with equation (9).

3 Using the SaE-ELM to construct the coal
mining water inrush forecasting model

Many methods have been used to construct forecasting
model for water inrush from the floor, including SVM, BP
neural network etc. But all these methods need a long
time for training model, which makes it not suitable for
real-time forecast. SaE-ELM can overcome the limitation
of slow convergence performance which exists in
gradient-descent-based algorithms, and solve the
randomness consisted in ELM.
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In order to construct a forecasting model for coal
mining water inrush from the floor, we should analyze the
mechanism of forecast for coal mining water inrush, and
then choose the main factors that have influence on the
coal mining water inrush. Then we need to search for
plenty of historical data of main controlling factors to
built sample set, and divide it into training samples and
testing samples. After pre-treating the data we train
forecasting model and select the appropriate activation
function and the amount of hidden layer nodes in the
process to ensure a fast and accurate forecasting model. A
flow chart of the forecasting model of coal mine water
inrush is presented in figure 1.

Fig. 1: Flow chart of the forecasting model of coal mine water
inrush

3.1 Choose main control factors

Mining water inrush forecast refers to hydrogeological
conditions, rock mechanics, mining conditions and other
factors. Choosing the main factors scientifically and
rationally is the precondition to construct a accurate
forecasting model for water inrush from the floor.
Through a great deal of research, we choose the thickness
,the water pressure and the watery of the aquifer, the
thickness of waterproof layer, fault throw, mining depth
and coal-mining method as the main factors.

Aquifer is the water source for water inrush, and its
thickness, water pressure and the watery are the key

Table 1: Water inrush types
Maximum amount of water Water inrush type

Q≥ 1800m3/h oversize
600m3/h ≤ Q < 1800m3/h large
60m3/h ≤ Q < 600m3/h medium

Q < 60m3/h miniature

indicators to show its influence on water inrush;
Waterproof layer is the geological barrier for coal mine,
and its impedance capability mainly depends on its
thickness and rock properties [14]; Fault undermines the
integrity of the rock bottom, and it is the main channel for
the movement of groundwater and the water inrush;
Mining depth is a predisposing factor of coal mining
water inrush and plays a trigger role for coal mining water
inrush; Coal-mining method is divided into many types,
because blasting mining will increase the pressure on the
floor which leads to the water inrush, we can only
differentiate blasting mining and non- blasting mining
[15,16].

3.2 Data preprocessing

Various factors that affect water inrush should be
normalized before constructing a predictive model
because types of water inrush data and physical
dimensions of the influencing factors are different. The
principle of parameter values is that the parameter is
expressed in quantitative data if the parameter can be
quantitatively, otherwise expressed in binary mode.
Among them, the watery of the aquifer, coal-mining
method and water inrush type are expressed in binary
mode. The partitions of the water inrush types are based
on the maximum amount of water according to the ”mine
water prevention regulations” [17], as in table 1.

The quantitative data are normalized by the following
formula with outcome in [0, 1].

x = (x− xmin)/(xmax − x) (15)

where xmin,xmax is the minimum and maximum of the
each type date from the sample set, respectively;x,x is the
values before and after normalization, respectively.

3.3 Training coal mining water inrush
forecasting model by SaE-ELM

We divide the sample set which has been processed into
training samples and testing samples to train coal mining
water inrush forecasting model by using SaE-ELM. The
model is trained in a large program which can test
immediately after the training completed. According to
SaE-ELM theory that has been introduced above, we can
summarize the following steps.
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For N arbitrary distinct samples(xi, ti), i = 1, . . .N,and
L hidden nodes and activation functiong(x):

Step 1: A set ofNP individual parameter vectors
θk,G(k = 1,2. . .NP), where each one includes all the
network hidden node parameters are initialized as the
populations of the first generation;

Step 2: In the case ofg(x) andL are invariable run the
three operations including mutation, crossover and
selection to produce the new population, and the process
is repeated until the stop condition is met.

Step 3: Changing the type ofg(x) and increase the
number of hidden nodesL gradually from one to find the
most suitable g(x) and L to construct an optimal
forecasting model with the best testing accuracy;

Step 4: Calculating the output matrix according to
Eq.(4);

Step 5:Calculating the output weightsβ : β = H+T,
whereT = [t1, . . . tN ] andH+ = (HT H)−1HT .

When the best testing accuracy has been gotten we
made parameterswi,bi and βi output, it will get the
optimal coal mine water inrush forecasting model.

4 Experimental evaluation

4.1 Sample data selection

We investigate some the mining water inrush situation in
China and collect the actual data of water inrush, part of
the primordial sample data are shown in table (2). We just
use ’Y ’ and ’N’ to show whether the coal-mining method is
blasting mining or not. Each sample contains seven inputs
and one output.

The quantitative data are normalized by formula (15)
with outcome in [0, 1]; The watery of the aquifer, weak,
medium, strong and very strong are represented by the
binary numbers 00, 01, 10, 11 respectively; The
coal-mining method blasting mining or not are
represented by the binary numbers 1, 0 respectively; The
type of water inrush oversize, large, medium, miniature
are represented by the binary numbers 110, 100, 011, 001
respectively, and the binary numbers 000 shows that there
is no water inrush. The normalized sample data are shown
in table 3.

4.2 Parameter Selection

All experiments on SaE-ELM, ELM and SVM are carried
out in the MATLAB 7.6 environment. It has a very
efficient implementation of SVM provided by Libsvm
package which has been used in our simulations for
SVM, the kernel function used in SVM is radial basis
function, it is easy to achieve the classification when
SaE-ELM is used to construct forecasting model, a set of

Table 4: Part of the primordial sample data
Training Accuracy(%) Nodes/SVs
time(s) Training Testing

ELM 0.0118 85.4 87.7 25
SaE-ELM 0.0254 90.2 92.6 25
SVM 0.7232 89.5 90.1 47

NP individual parameter vectors are initialized to cover
the parameter space, where each vector includes all the
network hidden node parameters are initialized as the
populations of the first generation. Based on experience in
[9], NP is set to be 20. But the forecasting performance of
the model will be significantly different if the number of
hidden nodes or the type of activation function is
different, we need to select the number of hidden nodes
under the condition of fixed activation function. We chose
different activation functions (Sine function, Sigmiodal
functions, Hardlim function, Triangular basis functions
and Radial basis function), and for the five activation
functions, the number of hidden nodes was gradually
increased from 5 to 125 with the interval. Then the
optimal number of nodes and the the type of activation
function can be selected. The specific analysis of the
results is showed in fig.2.

4.3 Choose main control factors

As observed from fig.2, the testing accuracy is always
little when the activation function is hardlim. With the
increase of hidden nodes, the testing accuracy of the other
four functions increases at first and then decreases, so
each one of these four activation functions has a
maximum testing accuracy, and we can get them when the
number of hidden nodes is about 25. When the number of
hidden nodes is about 80, the testing accuracy reaches
minimum, and then tends to be a stable surface. At last,
we choose sine function as the activation function and use
25 hidden nodes to train the forecasting model.

4.4 Comparison experiments of training model
by different algorithms

We use SaE-ELM, ELM and SVM trained the
samples based on the optimal parameters selected in
section 4.3. After 50 experiments based on the above
three algorithms, we can calculate the average training
time, average training accuracy and average testing
accuracy to evaluate the water inrush model. We give the
comparison results of the performance of the three above
algorithms in Table 4.

As we can see from table 4, compared with ELM the
training speed of SaE-ELM model is a little slower, but
the training accuracy and testing accuracy of ELM is
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Table 2: Part of the primordial sample data

coal
mine

fault
throw (m)

mining
depth (m)

thickness
of

waterproof
layer(m)

thickness
of

aquifer (m)
watery

water
pressure

(kpa)

coal-mining
method

maximum
amount of

water(m3/s)

1 8 185 55 155 strong 3.95 N 1400
2 2.5 403 53 158 very strong 3.80 N 600
3 20 60 15 60 strong 31.3 N 3153
4 20 85 35.7 55.64 strong 6.10 Y 780
5 21.2 94 59.4 69.53 weak 41.2 Y 100
6 13 40 55 130 strong 4.5 Y 220
7 0 205.2 36.94 584 strong 14.53 Y 0
8 0 105 53.62 18.24 strong 4.00 Y 200
9 1.4 90 50.00 18.42 medium 3.50 Y 40
10 0 70 15 51.13 strong 5.00 N 175

Table 3: Part of the normalized sample data

coal
mine

fault throw mining depth

thickness
of

waterproof
layer

thickness
of

aquifer
watery

water
pressure

coal-mining
method

Water
inrush
type

1 0.3774 0.4453 0.7273 0.2424 10 0.0485 0 011
2 0.1179 1.0000 0.6909 0.2477 11 0.0447 0 011
3 0.9434 0.1272 0.0000 0.0746 10 0.7471 0 100
4 0.9434 0.1908 0.3764 0.0669 10 0.1034 1 011
5 1.0000 0.2137 0.8073 0.0914 00 1.0000 1 010
6 0.6132 0.0763 0.7273 0.1982 10 0.0626 1 010
7 0.0000 0.4967 0.3989 1.0000 10 0.3188 1 000
8 0.0000 0.2417 0.7022 0.0008 10 0.0498 1 010
9 0.0660 0.2036 0.6364 0.0011 01 0.0370 1 001
10 0.0000 0.1527 0.6569 0.0000 10 0.0754 0 010

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120 125
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Fig. 2: The comparison chart for testing accuracy
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much lower than SaE-ELM. Because that the hidden node
parameters in ELM are randomly assigned and remain
unchanged during the training phase, but the hidden node
parameters are optimized by the self-adaptive differential
evolution algorithm when SaE-ELM is used. For the
optimization helps save the time spent on hidden node
parameters, the accuracy is greatly improved. Thus the
forecasting performance of SaE-ELM model is better
than ELM.

Comparing SaE-ELM with SVM algorithm, the
training time of SaE-ELM is shorter than SVM, both of
the training accuracy and testing accuracy are relatively
high, especially the testing accuracy of them is reached up
to more than 90%, but the testing accuracy of SaE-ELM
is higher than SVM even less nodes of hidden layers are
used. All of above results show that the performance of
ELM is better than the SVM.

5 Conclusions

It is an approximation problem of complex nonlinear
function between the predicted value of mining water
inrush and the factors. We get a forecasting model
through training a large number of historical data by
SaE-ELM. The approach proposed in this paper not only
learns faster but also has a higher generalization
performance and forecast accuracy than traditional
algorithms. Randomness which is generated from the
random hidden layer parameters in ELM is avoided. For
the reason that the forecasting result of the model is the
level of water inrush, we can set different corresponding
warning levels to forecast the water inrush. Therefore, the
method proposed in this paper can satisfy the real-time
requirement of the coal mining water inrush and is of
value to promote.
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