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Abstract: This paper introduces a new class of hexi codes namely, hexi polghootes, hexi Rank Distance codes, hexi Maximum
Rank Distance codes, hexi Goppa codes and hexi wild Goppa coldese Todes are useful to create variants of the McEliece public
key cryptosystem known as the hexi McEliece public key cryptosystehitemariants; these cryptosystems are secure against attacks
carried out on the existing variants of the McEliece public key cryptosystdts newly introduced cryptosystem has better error
correcting capacity and lesser time complexity making it more feasible tdheesecurity and possible attacks on these variants of the
hexi McEliece public key cryptosystem are analysed.
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1 Introduction also discusses the security of the cryptosystem. Section

i ) i seven provides a comparison of the hexi McEliece public
The McEliece public key cryptosystem introduced by key cryptosystem with original McEliece public key

McEliece in the year 19781p)], still remains unbroken. cryptosystem, in terms of time complexity and error

The public key cryptosystem is based on binary Goppacqrrecting capacity. Conclusions, suggestions and future
codes. Hexi codes were developed in 2013 for errorgiection of research are given in section eight.

correction in AES 14], further development of these

codes is carried out in this paper. These codes are useful

to create variants of the McEliece public key

cryptosystem called the hexi McEliece public key 2 \ariants of the McEliece Cryptosystem
cryptosystem and its variants. These public key

cryptosystems are secure, have better error correcting

capacity and lesser time complexity making it more The original version of the McEliece public key
advantageous to use. The organization of the rest of thisryptosystem which uses Goppa codes remains unbroken.
paper is as follows. The history of the McEliece public It was the first public key cryptosystem based on coding
key cryptosystem and its several variants are dealt irtheory, making it an important candidate for post quantum
section two. Section three recalls hexi codes andcryptography. In 1986, Niederreite2]] proposed an
introduces hexi polynomial codes, hexi Rank Distanceequivalent to the McEliece public key cryptosystem,
(hexi RD) codes, hexi Maximum Rank Distance (hexi where the Goppa code was replaced by Generalised Reed
MRD) codes, hexi Goppa codes and hexi wild GoppaSolomon (GRS) code. This proposal was proved to be
codes. The decoding, error detecting and error correctingnsecure by Sidelnikov and Shestak@8][in 1992. The
capacity of these codes is discussed in section fourvariants of the McEliece public key cryptosystem that are
Section five introduces a few variants of the McEliece used to create new cryptosystems are discussed here.
public key cryptosystems which are based on these new There have also been several attempts to create
hexi codes; they are called the hexi McEliece public keycryptographic protocols based on coding theory, the most
cryptosystem and its variants. Section six deals with thesuccessful protocols being the signature scheme by
possible attacks on the hexi McEliece public key Courtois, Finiasz and Sendrier in 200B] [and the
cryptosystem and the resistance against these attacks. ittentification scheme by Stern in 1999.
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21 The GPT publlc key Cryptosystem Table 1: Addition table® of the hexi field S

®@|0(1}2|3|4|5|6|7|8|]9|AB|C|D|E|F
. . C

The public key cryptosystem based on Rank Dlstance-(l) (1) é 5 2 ;‘ i 2 (73 3 2 Q ,'i 5) 2 E E
error correcting codes, known as Gabidulin - Paramonov {2 [2 [3 [0 [1[6 [7 [4 [S[A[B[8 |9 [E|[F|C|D
: H H 3(3|/2|1|0|7|6|5|4|B|A|9|8|F|E|D|C
_Tretjakov (GPT_) public key cryptosystem was mtroqluce_d I B R I g o s =
in 1991 P, 6]. Since the Rank Distance codesusedinthiSss s (2 [7 6 [T [0 [3 |2 |D|C|[F|[E[9 |8 B [A
system are well structured, attacks on the GPT public ke S S é ‘51 i g g (1) é E E g g g i g 2
cryptosystem are easler. 8|8 |9|A|B|[C|D|E[F[0|1[2[3|4]5][6]7
9|19 |8 |B|A|D|C|F|E|1[0 |32 [5]|4]|7]6
i ’ i i i A|/A|/B|8|9|E|F|C|D|2|3|0|1 |6 |7|4]|5
Gibson’s attack Gibson in a series of work 1, 12] T .
developed attacks that t_)reak the GPT publl_c keYeTe T o TETE TS o TATB 415 617011 213
cryptosystem. Several variants of the GPT public key|D [D|C|F[E|9 |8 |B|A|5|4 |7 |6 |1]0]3]2
H H H < E|E|F|C|D|A|B|8|9|6|7|4|5]|2|3|]0]1
cryptosystem were introduced to withstand Gibson's 5+ c 51 2ts 5156 =145 > 1o

attack [7,22]. A rectangular row scramble matrix was
used instead of a square matrix, it allowed to work with
subcodes of Rank Distance codes which have more

complicated structure. A modification of MRD codes was Table 2: Multiplication tablec of the hexi field S

. . ®[0|1|2|3|4|5|6|7|8|9 A|B|C|D|E|F
exploited to introduce the concept of a column scrambleg5516 050 o o 1o 010 0o 0lo 0 ol0
matrix. Reducible codes were introduced and alsg 1 [0[1 23456 |7 8|9 [A[B|[C|D|E]|F
implemented to modify the GPT public key cryptosystem| 2212 14 158 A /5 5 L 715 B 9 F.D
[8]. All these variants withstood Gibson'’s attack. Ziola(s(cl|3 (7 BFl6 2 E[Al5 1[D]|9

5/0|/5|A|F|7 |2 |D|8|E|B|4|1]|]9|C|3]|6

’ H . 6 | 0|6 |C|A/B|D|7 |1 |5|3|9|F|E|8]|2]|4
Overbeck’s att'aclc An attack which was more effective o7 Ele[Fls 160 A3 4125 ClB
than any of Gibson’s attack, was proposed by Overbecks (08 [3 [B |6 [E |5 |D|C |4 |F |7 |A|2 |9 1
[23,24]. Many instances of the GPT cryptosystem were /5_’\ 8 2 % 8D E i‘ 3 /3\ i g g g f; g Z, (E:
broken by Overbeck by using a generalization andg o g {5 E[A[1[F 4|7 [Ccl2 o D[6 83
development of one of Gibson’s ideas. It was founddh|[ [c[o[C[B |7 [6 |9 |[E |2 |A[6 |1 |D|F 3|48
that a proper column scrambler can be defined over thng g E i ‘l‘ :5 g g g g ; g g i i g ;
extension field without any violation of the standard moder =552 96 T2 811 TEc 3 8 7 5 A

of the public key cryptosystem. Overbeck’s attack failed
in this case. In 200910], a proper choice of column

scramblers over the extension field was taken to other
variants of the GPT cryptosystem. This choice withstood

Hexi d d hexi I ial d
both Gibson’s and Overbeck’s attacks. ex1 codes - an exi polynomial coces were

introduced along with other hexi codes in 2013][ The
definition of hexi field, hexi code and hexi polynomial
code are recalled.

Let S= Z, be a field of 16 elements which is
isomorphic to

2.2 Wild McEliece Cryptosystem

The wild McEliece public key cryptosysteri,p, 26] was

proposed using wild Goppa codes, which are subfield Z[

codes over small; that have an increase in error (x*+x+1)

correcting capability by a factor of abow/(q— 1).

McEliece’s construction using binary Goppa codes is awhere (x* + x + 1) is the ideal generated by the

special case whereq = 2 of this wild McEliece irreducible polynomialx* + x+ 1 in Zp[x]. Now the

cryptosystem. The advantage of the wild Goppa codes iglements are given hexadecimal notation, where 0 = 0000,

that they efficiently corredtqt/2| errors (or slightly more 1 = 0001, 2 = 0010, 3 = 0011, 4 = 0100, 5 = 0101, 6 =

with the help of list decoding); fog € 3,4,..., thisis 0110, 7=0111, 8 = 1000, 9 = 1001, A = 1010, B = 1011,

strikingly better than the performance of an irreducible C = 1100, D = 1101, E = 1110 and F = 1111. In short

polynomial of the same degrég — 1)t namely correcting S={0,1,2,...,9,A,...,F}. Clearly § @, ®) is a field of

[(g—21)t/2] errors. order 16. The operator®’ denotes XOR modulo 2, is
given in Tablel and each element is inverse of itself with
respect to. The operator @' denotes multiplication

3 Hexi codes and related hexi codes modulox* +x+ 1 is given in Table2. This operator &’
multiplication modulox* + x+ 1 was used in Mini AES

This section recalls some definitions regarding hexi codedn [27] and also described inLff]. This field is called as

and introduces other related codes like hexi polynomialhexi field.

codes, hexi Rank Distance codes, hexi MRD codes, hexi Let V" = {(x3 .. x)/X € S 1 < i < n} be a

Goppa codes and hexi wild Goppa codes. n-dimensional vector space defined oger
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Definition 1.A block code of length n with 2f)% of Cy(n,k), kis the number of message symbols amts
codewords is called a hexi (n, k) block code, denoted bythe highest degree of the generator polynorgial) and
Cu(n, k), if and only if its 2%)¥ codewords form a n=m+k, is the length of the codeword. A message:
k-dimensional subspace of the vector spaced¥ all n UpUs ... Ux_1 can be represented a&) = upX® +upd + ...
tuples over the hexi field S. + U,_1X*"1 and can be encoded a&) x g(x).

An example of hexi polynomial code, decoding, error
The method for generating th@(n,k) code using the detection and error correcting capacity are discussed late
generator matrixG is as follows. G is given in the in sections4 and5 of this paper. These hexi polynomial

following matrix; codes can be generated by splitting + z into two
polynomialsg(x) and h(x). Given n,m and Kk it is not

Qoo Gor Qo2 --- Gon-1 possible to easily guess which polynomial has been used

g0 Q11 912 ... Oin-1 as the generating polynomial. These codes are not cyclic,

: : : : making it harder to break.
%10 B2 G2 -+ G102 A rank distance code which is defined over the hexi fld
Gij€Sfor0<i<k-1and0< j<n-—1. Consideu will be known as the hexi Rank Distance code.

= (U Uy ...uc 1), the message to be encoded, the
corresponding codeword is given byv = u.G. Every
codewordv in Cy(n,k) is a linear combination ok
codewords.

Definition 3.Let G4 be a(n,k) hexi Rank Distance code
(hexi RD code). The hexi minimum distance @f
defined as d = min{ry (X —Yy)|x,y € Cq;X # y} where
ru (x) is rank of x. Since @ is a linear k dimensional hexi
subspace of the hexi rank distance spageifx,y € Cy

i i n
Hexi polynomial codes are of two typed, + 1 andx" + z then x—y € Ci.

(ze S\{0} andz # 1). Whenx"+ 1 is used, it forms a

usual cyclic codeg(x) is a polynomial which divides A |inear (n,k) Rank Distance code with minimum distance

(X'+ 1) and its coefficients are frors To generate a g, satisfies the boundy < n— k- 1. The hexi Maximum

Ch (n,K) cyclic hexi code, consider only the polynomial Rank Distance codes are analogous to the Maximum Rank

of the formx" + 1. Instead ok + 1, considex” +z(ze€ S pjstance codes introduced by Gabidulin in 1985 here

\{0}); z# 1, thenx + z=g(x) x h(x), g(x) andh(x) are the fieldF, is replaced bys.

polynomials belonging t&x]. Let G be the generator

matrix associated with generator polynomigk). Let H Definition 4.Let G4 be a(n,k) hexi Rank Distance code,

be the parity check matrix associated with the parityitis said to be a hexi Maximum Rank Distance code (hexi

check polynomialh(x). The Cy(n,k) hexi code is not MRD code) if the minimum distancg & n—k+ 1.

cyclic. ClearlyGHT = (0). If (x; ...%)) € Cx(n,k), then _ _

in general X X1 ...Xn_1) & Ch (n,K). Classical Goppa codes was introduced by Valery D. Goppa
in 1970 [L3], based on these codes, here in this paper hexi

Ch(n,k), the hexi polynomial code generated by the Goppa codes are introduced.

polynomialg(x) is defined as follows. Fix a prime powery = 2, the order of the hexi field
S, m a positive integer and a positive integer such that

Definition 2.Let X' + z € S[x], z€ S\{0, 1}, be a hexi n<g™=2*";t be an integer where< n/m; a, ..., alf
polynomial in S[x]. If X + z = g(x) h(x) where g(x) is the be distinct elements irF,m; and g4(x) be a special
hexi generator polynomial associated with the generatorpolynomial inF,m[x] of degreé such thaiy (a;) # 0 for
matrix G and h(x) is the hexi parity check polynomial alli. The hexi codewordsy = (cf ...cH) in FZQm with
associated with the parity check matrix H. If g(x)

generates a codegin, k), then ¢ (n, K) is defined as the N
hexi polynomial code associated with the hexi generator i;lx_aiH
polynomial g(x).

=0(mod gi(x)) ieN (1)

H

form a linear hexi codé fn (af,...,al!,g4) with length

4
Let g(X) =go + giX + ... + gnX™ be the hexi generator nand dimensiom —t ovleF24m.
polynomial, then the generator matri@ of the hexi The hexi codel'z';'m (a,...,all,gn) is a special case
polynomial codeCy (n, k) is as follows: of a generalised Reed Solomon hexi code. The restriction
of a generalised Reed Solomon hexi code dugh be a
%0 Gm 0 ... 0 subfield ofF, and is called as an alternate hexi code, in
G 09 ...9m-109m... O general the restriction of a code to a smaller field is called
I R Do : a subfield subcode.
00.. % g 9n Definition 5.The hexi Goppa cod&); (af,....a,gn)
g € S for 0 <i <m. The rows of the generator mati&  with Goppa hexi polynomial gXx) and support
are linearly independent and rank®fis k, the dimension ~ &,...,afl is the restriction of/jn (af', ....a{, gn) to
© 2014 NSP
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the field Bs = S, i.e., the set of elements!,...,c) in Table 3: Standard Array for Syndrome decoding
|:2r]t that satisfy Equatior. Coset I__eaders Codewords Syndrome
vi=0 Vo ... Vouk s=0
Note: Here the chosen hexi Goppa polynongal does & €2+V2 ... €2+ Vou eHT
not vanish at the support elementa!’,... al), it is €3 e3+Vo...e3+Vou  egHT
common to choosey to be a non linear irreducible : :
element ofFm|x]. ' ' T
i ; : +Vo...8 4V H
In this caselr)! (ai,...,al},gu) is defined as an a etV .a 2% Q_
irreducible hexi Goppa code. The hexi Goppa code : :
ri@, ....af,gn) is a hexi subfield hexi subcode of €un k) Epun 1 + V2 EunHT
Mum(@!, ...,a",g4). The hexi dimension of -+ Souni + Vo
i@, ...a,gn) is at leastn —mt. The minimum
distance offum (&', ...,all,gn) is >t+1 that is a

consequence of hexi Goppa codes being part of the familyrheorem 1[14] The number of errors a hexi code can
of hexi alternate codes/ generalised Reed Solomon heXtorrect is t= | (dmin — 1)/2], and this code can detect |

codes. errors where t+1 + 1 < dmjn and | > t.

Definition 6.The hexi Goppa code of the forﬁj;' (a, Proof: Proof is similar to that of linear block cod4§).

ol G2 1) where g is an inecucie moric hex SIS e S io hexadecima) system Fom iy does

polynomial in Fam[x] of degree t is called as hexi wild . '9 gnt, ny
distance odm, and the error correcting capacity remains

Goppa code. came.
The decoding procedures of the above defined codegrection of errors in any code is a complicated process.
are described in the following section. There are ¥ error patterns that result in same syndrome

and the true error patterre is just one of them.
] ] Determining the true error vecteris not easy. The coset
4 Decoding of hexi codes and related codes  leader method is used for error correction, by making use
of the standard array and syndrome decoding described in
The decoding, error detection and error correction capacit [18]. The standard array is given by Talde
of hexi codes and hexi polynomial codes are discussed in  Hereg’s are coset leaders,2i < 24n-K: vj’'s are non

detail in this section. Only methods that can be used t0,¢rq codewords, Z j < 2%. The corrected codeword is
decode and perform error correction of other hexi codesypiained by using the syndrome of the received codeword
are mentioned, as these newly introduced hexi codes arg The coset leades;, related to the syndrome, is added to
similar to their respective counterparts. r to obtain the corrected codeword.

Some definitions are recalled fror4 to make this Decoding of Hexi Polynomial Codes
paper a self contained one. The Hamming metric of the |, case of hexi polynomial codes the original message
hexi code is given in the following: u expressed in polynomial form a$x) can be encoded as
u(x) = g(x) whereg(x) is the generator polynomial. Thus
without using the generator matrf the encoding of the
message can be carried out. Like in the case of decoding
usual polynomial coded[], the error detection and error

Iy -y VS correction of hexi polynomial codes can be done without

d0oy) =| {2 # .y.,xl © X %€V (2)  the creation of standard array for syndrome decoding.
W(X) =[ {xi 1 #0;% € X} . Letw be the received codeword(x) is divided by the
generator polynomiafy(x), if the division results with a

Definition 7.For any 2 vectors x = (..., %) and y = (\,
.., W) inV", the Hamming distance d(x, y) and Hamming
weight w(x) are defined as follows:

If Cy is a hexi code, the sum of two codewords is also reminder. it implies that an error has occurred
a codeword irCy. It follows thatd(x,y) = w(x+Y), that ’ b '

is the Hamming distance between two codewords is equaé0 d-ggvo%e\r:/?;;n isthfnulirrl(i)(; d C\?vgtrﬁdt'ﬁg’ ;hr?t rgﬁgglked
to the Hamming weight of some other codeword. p party

polynomial h(x). The resultant is then divided By(x).
Definition 8.The minimum distancegh of a hexicode G~ Sincew = v+ e, wherev(x) is the original codeword and

is defined as e(x) is the error. This division results in errefx) as the
quotient, the original codeword is obtained Wwy- e. The
min=min d(x,y). (3) message is later obtained by the division of the original
X,y € Cy codewordv(x) by g(x). The hexi polynomial code has a
XE£Y error correction capacity af — k. The algorithm for error

detection and error correction of hexi polynomial codes is
The error correcting capacity of hexi code is discussed. given in Algorithm1.

© 2014 NSP
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Algorithm 1: DEcoDING Algorithm for decoding . .
and error correction of hexi polynomial codes 5.1 Hexi McEliece Cryptosystem

Input: w(x) - Received codeword)(x) - generator
polynomial,h(x) - parity check polynomial
Output: v(x) - Original codewordm - message

The hexi McEliece public key cryptosystem is based on
hexi polynomial code which is not cyclic in nature. Hexi
polynomial code is used instead of binary Goppa code.

; beglgomputew(x)/g(x) Hexi GPT cryptosystem and hexi wild McEIiege
3 if W(x)% g(x) # O then cryptosystem are also discussed. The hexi Mth_ece
/] Error is present in the w(x) public key cryptosystem has better error correcting
4 y(X) < W(x) x h(x) mod&" + 2) capacity and less time complexity.
5 e(x) « y(X)/h(X) The necessary parameters of the hexi McEliece
6 V(X) + w(x) —e(x) cryptosystem based on hexi polynomial codes are as
7 m(X) < V(x)/g(x follows:
8 else Let G be the generator matrix for &y(n,k) hexi
9 | m(x) < w(x)/g(x) polynomial code based on the generator polynomial
10 end g(X) =go+01X+...+ On_ikX"Kwherex"+z ¢ Sx,ze S
11 Returnm \{0, 1}, and S be thek x k invertible matrix over the
12 end hexi field S. Let P be then x n permutation matrix. The
decoding of the message can be done in time complexity
of (n—k)lg(n—k), if n=06(n—K).
The public key for the cryptosystem will be given &y
Decoding of Hexi MRD Codes and related codes G'=SixGxP (4)

The hexi Rank Distance codes are analogous to Rank hereG is ak x n matrix
Distance codes which are analogous to Generalised Re . . . .
Solomon codes and can be decoded using the parity che e efror comecting capacily of hexi polynomial code

. A . . n—k
matrices, or any other method that does fast decoding o (n,K) with generator matrixG IS N k. 2™ error .
patterns are generated, depending on the permutation

the Rank Distance codes. Similarly the hexi Max'mumlg]atrix P. Error is added only to the parity elements in the

Rank Distance codes are analogous to Maximum Ranr sultant vector. Any of the error pattesy is selected
Distance codes which are analogous to Generalised Redd - ANy pattesy

. . h
Solomon codes and can be decoded using the parity checd random erroe: of lengthn is taken. Ifith element of

matrices, or any other method that does fast decoding of 1€ €rror pattern is 1, then i€ element of erroe s the

the Maximum Rank Distance codes. The aldorithm f fionis i by the followi
Decoding of Hexi Goppa codes and related codes Algori;r?"nggn mforencryption’is given by the foflowing

The hexi Goppa codes are a special case of Goppa
codesg = 2% any decoding algorithm such as Patterson’s
algorithm P5] or list decoding which is used for decoding “Aigorithm  2: ENCRyPTION Algorithm  for

Goppa codes can be used for hexi _qupa codes, as _it isencryption in Hexi McEliece Cryptosystem
analogous to Goppa codes. The hexi wild Goppa code is &

wild Goppa code when the fielgym, q = 24 is taken, and
this code can efficiently correctqt/2] errors(slightly
more errors when list decoding is used).

ith element of errog,, else it is set as 0.

Input: m- Messagegy, - Error patterng - Random error,
e- Final error,G’ - Public key
Output: y - Ciphertext

1 begin
2 Computemx G’
3 Select error patterep, random erroey with lengthn
4 for i+ 1tondo
5 Variants of Hexi McEliece Cryptosystem 5 if ep 7 0then & « &
6 elseg <0
7 end
/
The hexi McEliece public key cryptosystem introduced in 8 dReturny «emxG+e
9 en

this paper is a variant of the classical McEliece public key
cryptosystem proposed by McEliece in 1978 The
original system made use of binary Goppa code. Here the

hexi based McEliece public key cryptosystem makes use The decryption of the hexi McEliece public key
of codes defined over the hexi fie®liz. hexi polynomial  cryptosystem is given by Algorithr8. The decoding and
codes, hexi Maximum Rank Distance codes and hexi wilderror correction of the hexi polynomial code is given in
Goppa codes. Only hexi McEliece public key Algorithm 1.

cryptosystem based on hexi polynomial code is discussed An example is discussed here in detail to illustrate the
in detail. working of the hexi McEliece public key cryptosystem

© 2014 NSP
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Algorithm 3: DECRYPTION Algorithm for hexi
McEliece Decryption

Input: y; - CiphertextG, S4, P- Private keyCy (n, k) -

Hexi code

Output: m- Message
1 begin
2 Computey; x P~1
3 Use decoding algorithm to remove error and obtain

codewordm$y G

4 Computemg such thatmg = mG
5 | Calculatem=mS;*
6 Return original messaga
7 end

which is based on hexi polynomial code.

Consider the hexi polynomialx” + F € Sx|. Let
x" +F = g(x) xh(x), whereg(x) = x* + CxC + Fx? + Abe
the generator hexi polynomial amgx) = x® + Cx° + 8 be

y=(0C8ED29 =(00007304(0C8EA1Y).

y is the final encrypted message. The messegesent to
the receiver side by the user.

Decryption: The receiver will get the received codeword
y1 = (0C 8 E D 2 9). The decryption of the received
codeword is got by computing x P~1, whereP1 is the
inverse of the permutation matri P~ is given below:

000100
0000001
0000100
0000010].
0100000
1000000
0010000

The resultant of multiplying; with inverse of permutation
matrix is given by

w=y; xP1=(2D908EC).

the parity check hexi polynomial. The generator matrix of The intermediate messagecan be expressed as a hexi

the hexi polynomial cod€y (7, 3) is given byG;

AOFC100
G=|(0A0OFC10]|.
00OAOFC1

The 3x 3 invertible matrixSy is given below:

CFO
ss=|090].
04F

The 7x 7 permutation matri® is as follows:

000001
0000100
0000001
1000000f.
0010000
0001000
0100000

The public keyG' = §4 x G x P is given by

504FC18
G=|E069500].
9FFCEOC

Encryption: Let the original messagawhich needs to be
encrypted be given bsjn= (1 0A), then computenx G'.

m=mxG =(0C8E A19).

The encrypted message is given oy, Let the random
error bees = (AB0 4 7 10 and the selected error pattern
bee =(0000 1121 Then the errore will be
e=(0000730. This erroreis added to the encrypted
messagen.

polynomial,w(x) = CX8 4+ Ex® + 8x* + 9x% 4+ Dx+ 2. The
generator hexi polynomial §(x) = x* + Cx + Fx? + Aand
the parity check hexi polynomial Ig(x) = x34-Cx% + 8.

Using Algorithm 1, the decoding and error correcting
of the intermediate messagéx) = Cx® + Ex® + 8x* +
9x? + Dx+ 2 is done producing resultsg = C +x+Cx?
ande = 7x+ 3. The messagey = (C 1 C) and the error
e= (00000 7 3 are obtained. Since the error is added
only to the parity bits, only polynomial division is enough
to obtain the errors.

The inverse of the invertible matri®, is S;l given

below;
ABO
sit=1020].
0oCs8

The original messagais obtained by multiplying the
intermediate messagm) with the inverse of the invertible
matrix

m=mox S;1 = (1 0A);
m is the original message obtained after decryption.

5.2 Hexi GPT Cryptosystem

Based on the GPT public key cryptosystem, a variant of
the McEliece cryptosystem called as hexi GPT
cryptosystem is created. The most secure variant of the
GPT cryptosystem is taken so that it withstands several
attacks.

The hexi GPT public key cryptosystem makes use of
the hexi Maximum Rank Distance code for the generator
matrix G in the public keyG’, and forSa proper choice of
column scramblers over the extension field is taken as in
[10]. Since hexi MRD codes are analogous to MRD codes,
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these are a special case of MRD codes whiere2*, these  the cryptosystem, one must find the generator polynomial
codes have the same error correcting capacity. This variarg(x), given the message, one must try atleasguesses.

of the GPT public key cryptosystem can withstand bothThis is also not feasible for largen. Whenm is as small
Gibson’s and Overbeck’s attacks. as ten, nearly 3628800 guesses must be tried.

Algebraic attack

5.3 Hexi Wild McEliece Cryptosystem Since a large public key size is one of the drawbacks of

code-based cryptography, there have been many
The hexi wild McEliece public key cryptosystem is based Proposals attempting to reduce the key size. Often, the
on Wild McEliece cryptosystem and uses the hexi wild authors used highly structured codes which can be stored
Goppa code as the error correcting code. The use of hexpore efficiently. Examples of highly structured codes
wild Goppa codes in the place of Goppa codes increaseficlude quasi cyclic and quasi dyadic codes, as well as
the error correcting capacity. The hexi wild McEliece Low Density Parity Check (LDPC) codes. Recently, there
cryptosystem is a special case of the wild McEliece have been several attempts using structural attacks agains
cryptosystem where the fieles is taken. This case has such highly structured codes. Algebraic attacks cannot be
been analysed as i2§]. Hexi wild McEliece public key  carried out on this public key cryptosystem, since the hexi
cryptosystem is as secure as the original McEliece publid?lynomial codes that are used are not cyclic or quasi
key cryptosystem and also is as secure as the wildyclic or quasi dyadic and these codes do not have low
McEliece public key cryptosystem. degree algebraic equation for code support.

Gibson’s and Overbeck’s attack
; ; The hexi GPT cryptosystem is based on the variant of
gAtt?Cks ?n the Hexi McEliece GPT cryptosystem defined ii{)]. This hexi MRD code
ryptosystem based variant of the GPT cryptosystem can withstand
oth Gibson’s and Overbeck’s attacks in case a proper

The two main types of attacks on any code based:pgice of column scramblers over the extension field is
cryptosystem are structural and decoding attacks. They.an asin 10].

structural attack exploits the structure of the underlying
code, and usually they attempt to recover the secret key.
The later can be used independently of the code structure ]
and are thus called as generic attacks. 6.2 Decoding attack
The possible attacks on the hexi McEliece public key
cryptosystem and security of the system are analyseda decoding attack consists of decoding the intercepted
Since the hexi variants of the GPT public key ciphertext. Information Set Decoding (ISD) and the
cryptosystem and wild McEliece public key cryptosystem Generalized Birthday Algorithm (GBA) are the two most

are similar to their counterparts, their security and &tac important types of generic attacks against code-based
have not been analysed in detail. The hexi McEliececryptosystems.

cryptosystem is not dependent on Goppa codes, so many
of the attacks carried out on the original McEliece |nformation set decoding

cryptosystem due to the structure of Goppa codes mightrhe information set decoding attack is a top threat against

not be successful on the hexi McEliece cryptosystemthe original McEliece cryptosystem, in a generic

which is based on hexi polynomial codes. decoding method. Information set decoding depends on
syndrome decoding and systematic form of the generator
matrix G to break the cryptosystem. But this newly

6.1 Structural attack introduced hexi McEliece cryptosystem does not depend
on syndrome decoding. The generator matéxof the

A structural attack consists of attempts to reconstruct ehexi polynomial code that is used in this cryptosystem is

decoder for the code generated by the public &@yIf not given in its systematic form, hence information set

such an attempt is successful, then the private key, thelecoding attack cannot be easily carried out on the

generating matrbG is revealed and the cryptosystem is cryptosystem.

broken. In the past, most structural attacks against

code-based cryptosystems have targeted specific class€@eneralized birthday algorithm

of codes. The code structure was exploited in order toThe generalised birthday algorithm is not as efficient as

break cryptosystems which use these codes. Examples ¢iie information set decoding attack on code based

structural attack include the Sidelnikov-Shestakov &ttac cryptosystems. The CFS signature schen® \vas

against the Niederreiter public key cryptosystem usingattacked using this method. The method makes use of a

Generalized Reed-Solomon codez8][ and Overbecks very large lists. For a sufficiently largen, this

attack against rank-metric code®3[24]. Here to break cryptosystem is secure.
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7 Comparison with existing system 8 Conclusion and future direction

The hexi McEliece cryptosystem is a variant of the In this paper hexi basgad variants of the McEliece publ'ic
McEliece Public Key Cryptosystem (McEliece PKC) that key_cryptosys_tem are mtroduced. Several new codes like
is based on hexi polynomial codes. The hexi polynomialN€Xi Polynomial codes, hexi RD codes, hexi MRD codes
codes used in the hexi McEliece cryptosystem has bette?d hexi Goppa codes are defined in this paper. These
error correcting capacity, then the originally used binaryc0deés were used to create different variants of the
Goppa codes. It has an error correcting capacity of nearMCEliece public key cryptosystem. The time complexity
n—k (or m) errors. The time complexity for decoding of Of decoding hexi polynomial code i©(m Ig m) in
hexi polynomial codes is smaller than that of decodingCompParison with the polynomial time taken for decoding
Goppa codes. The time complexity for polynomial of the Qoppa.code. Bgsed on this hexi polynomial codg,
division which is the major part in decoding of hexi the hexi McEliece public key cryptosystem was created in

polynomial codes, i©(m Ig m) (wherem is the highest this paper. The security of the system was analysed and it
is found that the system is almost as secure as the other

; d/ariants of McEliece cryptosystem. The feasible attacks

Patterson’s decoding algorithrad]. on this system was also analysed and the system is not
In the example of McEliece cryptosystem provided by vulnerable to several structural and decoding attacks.
McEliece in [L9], the size of the public ke is 1024 x This new hexi McEliece public key cryptosystem has a

524, the length of codewondis 1024, the message length better error correcting capacity and a less time complexity

kis 524 binary elements and the error correcting capacitynan the existing McEliece public key cryptosystem.

t is 50. For almost the same parameters the Hexi-uture direction

McEliece cryptosystem will have the size of the public C(eation_ of iderjtification .and signature scheme_ based on
key G’ to be 1024x 512, the length of codewondis 512 this _heX| MCEIlece public key cryptosystem is under

and the message lengthis 512 hexi symbols and the Cconsideration.

error correcting capacity is 512, which is nearly ten

times the error correcting capacity of the McEliece
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