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Abstract: In this paper, we develop a feature comparison method for the Chaless-object by using the features comparison based
on input image and database. Features are generated by calculatinstdneelbetween the contour of the character and the centre
of the chess object. In this paper, the noise filter, object extraction,ali@ation, feature calculation (FC) and maximum energy slop
(MES) method are used to achieve robust Chinese-chess recogmittiere are two advantages when compared with other methods.
1) Our method is robust against the 40 incline degree attacks. 2) Oupdhe#im resist the 20% pepper and salt noise attacks. In
order to demonstrate the effectiveness of the proposed schemétsamsiunder all kinds of various conditions were conducted. The
experimental results show that our proposed scheme can exactly ydehegs images at 100% of accuracy under less than 20% noise
added and 40 degree incline test environment condition.

Keywords. Chinese-chess, Image recognition, Object contour, Center of greeidyure comparison.

1 Introduction Chen et al. ] proposed a method of three sides’game
searching with pruning. It is put forward based on a

Chinese-chess is a kind of traditional game for two peopleveCtor evaluation function. At the same time, they

; : : . compared the three sides’Chinese game with the
playing chess in Asia area. There are many playing ~ " : .
methods varied by the playing rules such as alignmentstr""d't'.Onal Chm_ese chess. In the paper, they qescnbe a

fBachme learning scheme in detail by learning from

playing peoples, and shapes of chess board. There are tV\f1 Story game processes. From the simulation results. it
situations to decide who the winner is; one is the winner >0 9 P o  simufatl ults, 1
demonstrates the pruning and learning effect.

who kills the king of the opposite side. The other is the
loser who gives up the game. Fan et al. §] proposed an improved Chinese chess
In Chinese-chess research, peoples always focus ofomputer programs to reduce the memory storage. They
deploying the troops in battle formation, and do not paymake each match that the movement of the opponent and
attention to chess image identification. It is always focusthe position value are stored in database, and avoid
on the intelligent playing game of human and neglect themaking the same mistake next time. The more it stores,
p|ay|ng with machine_ In many Chess p|ay|ng machinesthe better it perfOI‘mS. MeanWh"e, they also deVel(.)p a
[1,2,3], they all exclude the chess image identification. New game tree search scheme. The experiment
In C. Wang et al. 4] proposed an Adaptive Genetic demonstrates the effectiveness and the feasibility of the
Algorithm (AGA) to solve the problem of computer Proposed method.
Chinese chess especial on the image identification. They Chen et al. 7] using a semi-automatic strategy to
describe the system on four parts: searching engine, moveonstruct a large set of endgame heuristics, which is
generator, evaluation function, and opening book. In theircalled endgame knowledge database. It is used in their
research, evaluation function associated with theprogram. Meanwhile, they also handle the problem of
parameters is designed. By the way, the combination otonflict based on large amount of knowledge. By
evaluation function is automatically adjusted andapplying the semi-automatic construction and
optimized by using tournament scheme and anmodification process, they get a consistent endgame
independent self-study system designed. knowledge database.
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Barik and Mondal §] presented a method for object to the 360 degree of chess. The 360 values are our
identify on chaotic background by using image features. Formula (1) is the equation used to calculate the
segmentation and graph partitioning. They build and traindistance feature.

a "feature set” from the original object based on the .

chaotic image. From the computer and real world images E()=ax Max[W Contourgi)] )
simulation results, it is demonstrated that both cases on R ’

their system have identified the search object among othefhere E (i) denotes distance feature between the word
similar objects successfully. contours and center of the computation pojrt denotes

Lifeng et al. P] proposed a fast labeling method in the scale factor default value is 10R,express Radius,
binary image. By the way, their paper also describes allandWContourgi) is the word contours of poirit
kind of labeling algorithm early developed, and its In feature calculation, we divide the chess into 360
drawbacks and advantages. However, it is hard tocomputation parts, which means that each part of the
implement and manufacture by using embedding systemchess object will generate a feature value. The feature
There are massed papers regarding the object recognitiofalue is generated by computing the distance between the
by using fuzzy, neural and image processing identificationcharacter and the center of chess of the contours. We
[10,11,12,13,14,15]. accumulate all the 360 data used as the feature of the

Hu et al. [L6] proposed a Chinese Chess Recognitionchess, where data is expressed by curve for easier
algorithm based on projection histogram of polar observation. The features will be used as the standard for
coordinates image and Fast Fourier Transform. It adoptshe following input chess image comparison.
the rotation-invariant feature of chess characters.

Experiments demonstrate that the algorithm can
accurately recognize all chesses, and is robust to an®.2 Normalization
rotation attacks.

In this paper, we develop an algorithm to calculate theFor a Chinese chess, it is a circle contour inside where a
features of the Chinese-chess image. It includes severdlhinese character is. Therefore, it has the same measured
stages: calculating starting point for synchronizing theradius regardless of the angle. Since the object image has
comparison signals, creating a standard feature databasggom-out, zoom-in, and incline problems. A
and identifying the input belonged image. The remaindemormalization step is necessary to make it on standard
of this paper is organized as follows: Section 2 gives astate for object image recognition. When used to
presentation of the relative work. Section 3 illustratess th compare, the condition and environment must be
algorithm of the Chinese-chess image recognition.consistent to make results correct and meaningful.
Section 4 shows the experimental results. Section 5Therefore, our algorithm needs a normalization operation.
presents the conclusions of this paper. In this research, we select a suitable radius value of the

chess image used as a standard. Use a scale equation to
adjust offset value. After scale equation adjustment, fall o
2 Related Work the pbjects with d_ifferent shapeg and sizes become
consistent so to achieve normalization target. The formula
of the scale method is listed in Equation (2). Fig. 1 shows

Since Chinese-chess image identification has very hnghe working theorem of the scale method. Fig. 1(a) is the

cor_nphcated operation, we deflne_ a featur_e O.f theselected standard image and Fig. 1(b) denotes the object
Chmese_—chess to reduce thg complicity and s_lmpllfy theimage on incline state. Fig. 1(c) display the object
processing. At the same time, a webcam is used t ' .

caoture. zoom in. zoom out images so to result in oom-out image. Finally, Fig. 1(d) shows the object zoom
de?ormétion rob]ems ThereforéJ a normalizationin Image. In normalization step, we just use the scale
P ) ' method to adjust the object into standard; it solves those

technique to unify those p_roblgms 1S needed. S"?Ce th%eformation problems, and makes chess recognition easy.
DFT transform has a rotation invariant property, it is a

suitable method for the Chinese chess recognition. The Ro
details will be described in the following. kp = R

)

where k, is the scale factorR, is the radius of the
- computation points corresponding to the 360 degrees of
2.1 Feature Definition chess on input object, an® is the radius of the

computation points of chess in the standard database.
In this research, we measure the distance between the

contour of the character and the center of the chess, which

are used as features. Associated with our identificatiorp .3 Discrete Fourier Transform

algorithm, it can exactly detect the Chinese-chess. In

distance measurement step, we divide the contour of th®ecause playing chess has a rotation image problem,
chess image into 360 computation points correspondindherefore how to select a transform with rotation
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cFig. 2. The schematic of the DFT rotated invariance; (a) the
object-1 image, (b) the distribution of DFT corresponding to (a),
(c) the object-2 image, (d) the distribution of DFT corresponding
to (c)

Fig. 1: The normalization schematic: (a) the selected standar
image, (b) the object image on incline state, (c) the object zoom
out image, (d) the object zoom in image.

invariance is important. Since the DFT transform has a . . .
rotation invariant property, it is a suitable method for the 31 Feature Comparison on Spatial Domain
Chinese chess recognition. In this paper, we use(FCSD)

one-dimension DFT to transfer the traits of the chess. The

DFT formula is listed in the Equation (3) ) - )
The overall identification process of the FCSD method is

1 N-1 shown in Fig. 3. First, an image preprocessing stage is
Fu=— Zjexp[_zmﬁj} fy (3) _used_ to _filter out _the noise_ and improve image
N £ N identification. The object extracting stage is used to get

] o ) the target object. Because we use the distance between the
whereRy is the coefficient of the DFT, ariék is the value  ¢ontour of the character and the center of the chess as the
of the spatial domain. feature, how to get the object center is an important step.

In order to shows the DFT rotated invariant property, Since the extracted chess object might not have a standard
we make an example as shown in Fig. 2. Fig. 2(a) isthe tesformat, a scale method is used to make the object
image called object-1 and Fig. 2 (b) shows the distributionnormalization and improve corrective identification. In
of the DFT corresponding to Fig. 2 (a). Likely, Fig. 2(c) feature calculation step, the chess object is divided into
is the test image called object-2 and Fig. 2(d) shows the360 computation parts and calculate each part distance
distribution of the DFT corresponding to the Fig. 2(c). By from the center to object contour. Here we call the 360
careful analysis, in Fig. 2, we can see the DFT has exacylistance features as energy wave of the chess, which are
rotation invariant property because DFT coefficients arestored to the database for input image comparison.
always rotated according to its spatial domain shape.  Besides, the input picture might be captured at a different
orientation so that it causes different energy wave. Thus,
we make the energy wave standardized by using
maximum slop point of energy wave for consistent energy
wave. In chess comparison phase, the steps such as image
processing, object extraction, object center calculation
In recognition algorithm, there are two phases to identifynormalization and feature calculation and maximum slop
the Chinese-chess. One is the database creation phasepaints of the energy wave are the same as the database
set of standard database of the chess features for inputeation phase. Finally, a decision function is used to
object comparison need to be created. The other is theéletermine the input image is which chess by comparing
input chess comparison phase; the candidate chess objettte features between the input object and database. The
is pick up, and compare the object with data in databaseletails of the chess recognition are described in the
to distinguish which chess is. following.

3 Recognition Algorithms
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"-'-_|~_-'|EE§_1 It H ae |_| uer HH,:UHMWH e | where By denotes the binary values which is
i T corresponding to the point in the Y plang. is the input
|.»mm-_.‘ = H = Hnn H‘ﬁi" ‘-aj'-‘l‘.il‘ii‘-"-"=l o th image in Y plane, andSy is the threshold used in
inpa o binarization.

WA T Mommalization and Feasme Caloulation

[P Emage Preprcessmy O Dhject Extraction

O Obqect Cemier Cacolztion [ Decison Functiog . .

DB Dntabase MEPEW: Maximum %lop Point of Ereruy Wive 322 ClOSIng Opera‘tlon

Closing operation is a kind of Morphological operation; it

can remove the notch and irregular small hole. It is
similar to filter out the noise. In Chinese-chess

recognition, for a lot of processing in binary image, a

closing operation used to remove noise is appropriate.
The closing operation formula is listed in equation (5).

Fig. 5 shows the closing operation result. Fig. 5(a) is the
binary image, and Fig. 5(b) shows the result image after
closing operation corresponding to Fig. 5(a)

Fig. 3: The Chinese-chess recognition by FCFD algorithm.

3.2 Image Preprocessing

In order to filter out the noise and clean up the
environment of the input image, the system needs an
image preprocessing (IP) stage to hit the goal. The flow A-B=(A®&B)OB, ©)
chart of the image pre-processing is shown in Fig. 4. AtwhereA denotes an object to be processed Biagnotes a
beginning, a RGB2YIQ color transform transfers the structure object. The notatiordenotes closing operation,
input color image from RGB to YIQ, which then is used the notation® denotes dilation operation, and notatien
to get the Y-plane for the following image processing. denotes erosion operation.

Since binary image is easier for object detection when
compared with grayscale or color image. And then a
suitable threshold used to convert the image in Y plane
into binary format. For improving the identification
effectively, a closing operation is used to filter out the
noise. A labeling technique is used to mark all the
objects. And an inappropriate area cancellation step is
used to eliminate those interference blocks and leave
useful objects. Successively, an area filled operation used
to fill the objects. Finally, a candidate object selection
stage is used to pre-select those candidate objects for the
following object extraction.

Fig. 5: The closing operation image: (a) the binary image, (b) the
image after closing operation corresponding to (a).

Lmape | RO ¥ \ = ] Chiitpwat

el i [ Bine -I 0 Hl.ahelnEJ-| 1AL H A H oS |, y
RGAIYID; RGH coloe plapes tmimsdor s Y10 codor Mlanes . . .
Bisas Bl tsaban CTY- ClomnG Cnentan - AF L AL 3.2.3 Labeling and Inappropriate Area Cancellation
LAC - Inoppropriate Area Cancellmion 008 © Candiikate Ohjes Selection

In object extraction, usually we use the labeling technique
to count the number of objects and sum up pixels to
Fig. 4 The flow chart of the image pre-processing. which the object belongs. Besides, we use inappropriate
area cancellation (IAC) method to eliminate those noises
since objects have several noises which exist in the image.
IN this research, we find that those objects sizes are too
small and bigger ones are noise needed to be discarded. In
3.2.1 Binarization IAC operation, we use formula (6) to filter out those

o _ inappropriate objects.
In binarization step, we use the Y plane to convert the input

image into binary image. We use the single threshold to _
convert the image in Y plan into binary image, and list it B, {1 ;S <A <SpH,1=1,2,---.m ©)

in equation (4). 1 0,otherwise ’
B — 1Y <Sny 4 where By denotes the checking result of the IAC
Y = 0,otherwise’ (4) operation, parameter§,. and Syy are the threshold
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value for lower bound and upper bound of the IAC 3.4 Maximum Slop Point of Energy Wave and
operation. The parametéy is the pixel which belongs to  Feature Database
one of the objects.

In Session two, we have already described the
Chinese-chess feature definition, calculation and
normalization. The chess has several orientations when
To effectively extract objects, we first fill the labeling placed on the board, and, therefore, a maximum slop
object. Because the object is filled, we can adopt the are@oint of the energy wave (MSPEW) is used to
size criterion easily to eliminate those not belonging to synchronize the comparison signal.
chess images. Fig. 6 shows the process of the area filling
and candidate object image selection. Fig. 6(a) is the
image after closing operation, and Fig. 6(b) shows the3.4.1 Maximum Slop Point of Energy Wave
result image after area filling operation. Fig. 6(c) shows
the selected candidate object image, and figure 6(d) is th¥hen playing Chinese-chess, it can be placed on the
extracted object image from mapping to Fig. 6(a). board in an arbitrary orientation. This will cause several
different energy wave at different angular of the same
chess. It might make the chess image detection fail.
However, it is core work to find a method to standardize
the energy wave and to make the energy wave rotation
invariant. For solving this problem, we develop an
average MSPEW method to achieve the goal. In MSPEW,
we computer and record the slop of each point (one of
360 degree) and energy wave with the average slop. For
example, assume the slops are 70, 80, 75, 80, 75, 70
corresponding to the angular point p1, p2, p3, p4, p5, p6
then the slop value of p6 will replace 70 with 75. By
using the average the slop, it has filter effect, can filter out
the noise and obtain a corrective starting point. Since both
input object and objects in database have the same
starting point, the feature comparison can be correct and
effectively executed.
) . ) o ] In practical, we select the maximum positive slop
Fig. 6: The area filling and candidate object image selection: (a)point used as the comparison starting point; it is similar to
the image after closing operation, (b) the image after area fiIIingthe synchronization point of signal processing. Once the
_operation, (c) candidate object selection, (d) extracted Objectsignals are synchronizing, then all the operation can be
Image. effective and meaningful. Meanwhile, the 360 energy
waves on 360 measured angles on the same chess have
the same value on rotate state. Therefore, the MSPEW
method can standardize the starting energy wave of the
3.3 Object Center Calculation chess, and calculating. The formulas to calculate starting

) _ _ ) ~point are listed by the equations (9)-(11).
Owing to feature is calculating the distance from object

3.2.4 Area Filling and Object Extraction

contour to the center, thus, we need to get the object center m, = Yn—V¥n-1 ©)
first. Since the appearance of the Chinese-chess is circle, Xn—Xn_1
naturally, using the center of gravity, yc) as the center N
of the object is suitable. Egs. (7)-(8) are the formulas used )3
to compute the center of gravityg, yc) of the chess. m. — k=n=5 (10)
P — 6 ’
b
2 % Ps = max(mp,k=1,2,3, - ,360), (11)
Xe="—p= (7
g Vi 3.4.2 Feature Database for FCSD method
i=1
= 8 . . .
Ye a’ ® In Chinese-chess, there are 14 chesses including seven

where x; and y. are the coordinates of the center of black color chess and seven red color chess. In our
gravity, respectively. The parametegsandy; denotes the  definition, chess has 360 energy features values. Thus,
coordinates that belong to one of the object, respectively. before starting the chess recognition process, we need to
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construct a database including 14 chess features. Fig. that the chess image is different from data in database,
shows the database content which is used for input objecand checking next chess will continue on the database.
comparison. The database includes the fourteen chesses

and their 360 feature curves. o — 1,|Vs—Vi| > Snp (12)
P~ 0,otherwise )
360
- Ne = Z €ps (13)
p=1
m—— df = ne < Sh;, (14)

wheree, denotes the error bit of each computation point,
parametersss, andv; are the feature value for data in
database and input object of each computation point,
respectively. Thesnp is the threshold used for judging
each computation point if error happens. Tieis the
error number of 360 computation points. The is the
decision flag to indicate if the input object is the same as
data in database. Th&y is the threshold fod; flag
decision.

bW W o N m o

---------

I S

- B T T B 3.6 Feature Comparison on Frequency Domain
' . : (FCFD)

At system beginning of the FCFD method, an image
preprocessing (IP) step is used to filter out the noise. The
object extracting (OE) is used to get the target object from
image. A scale method is used to make the object
normalized and improve correct identification. In features
calculation step, we divide the chess object into 360
computation parts and calculate the distance of each part
from the center to an object contour. Here we call the 360
3.5 Decision Functions of FCSD Method distance as traits data of the chess, which are further
passed to DFT transform to obtain features of the chess
which are stored to the database for input image
For chess image identification, we need a decisioncomparison. In chess detect and comparison phase, the
function used to distinguish the input object image to steps such as IP, OE, CC, N&FC and DFT DB are the
which chess belongs. In FCSD method, the decisionsame as the database creation phase. Finally, a decision
function is completed by two factors; one is the featurefunction is used to compare the features between the input
comparison, the other is the comparison error count. Asobject and database, and determine to which chess the
for features comparison, we check and record theinput image belongs. The details of the chess image
difference between input chess feature and standar@ecognition algorithm are described in the following.
feature of the database point by point. On comparison
error count, we accumulate the number of difference
value greater than threshold-1 (h&gy is 10) through all
360 comparison points. Furthermore, we view the ‘ie=fw b oe |foee sase e T
accumulated error number checking if the threshold-2 ’ [

Fig. 7: The database of the Chinese-chess for FCSD method

(hereSpn is 90) is over, and decide if the two objects are e _I -.!- __l aE H e H T Hmw,H e
the same. The decision formulas are listed in the ! - fritp
equathﬂS (12)_(14). The Equatlon (12) Calculates the '\...EH el | 2abees ] Fesiue Ualeubanisg .
error of each measured angular comparison not matchec ,":",f,‘;'"f"“‘,'"“,u DT 3% Dehuom vy DT, Gty
with the database. If the difference is greater than or equal OF: Db Extrosclion 1EFT: L0 Discrete Pourier | ransSmmation

to Snp we judge that they are different amed = 1 is set.

Then we count all the measure point from angular O toFig. 8: The Chinese-chess recognition algorithm for FCFD
360 and accumulate its difference valege, which is method.

called ne. Finally, Equation (14) judges ifie is greater

than the threshold valu§;n. Therefore, we can assure
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Table 1: The first 10 data of the DFT coefficients on all the the errors between an input test image and standard
Chinese-chess. images in database. Finally, Equation (16) searches the

in database. Besides denotes the feature error bit

1| 5 v 521571913 7 . ; H "
JOIAG |- 516 J10AS) 7% 6191 350 | 31V | 3291 371 ] 164 between input test object and chess k in the datalipse.

9739 15393061405 ] 68 | 6481911335 | 81 | 68 the flag to indicate if the input test object is the same as
Q%09 | 185 | 393 |1364| 663 | 586 | 412 | 2539|519 7 chess k in the database.
10554 | 598 | 676 | 272 | 571 | 692 | 241 | 312 | 110 | 127

FI |F2|F3|F4|F5|F6 | F7 | F&8 | Fo|Fl0 minimum error the index k corresponding to the chess k is
#b | og41 [ 82211307 223 1 877 525 | s02 | 439 | 618 | 200 the same as the input test image.
H | 9166 | 423 | 501 | 158 | 660 | 415 | 676 |1015] 170 | 352
T 3 % | 35 ] r ) i ¥ 7
| 9931 | 615 | 965 | 257 | 965 | 362 | 323 | 232 4 1 1016 6= 2% |F4 — Fsy +3x |F9 — FOsy, (15)
| 10466 729 | 106 | 107 | 378 | 272 | 672 | 661 | 245 | 287
& | 10742 | 522 | 388 538 | 961 | 402 | 498 | 247 | 300| 75
#|10745 | 650 | 552 | 472 | 504 [ 175|301 | 264 | 541 | 379 fio = f (Miney), (16)
£ | 8836 | 648 | 230 1243 304 | 227 | 617 | 737 | 636 | 821
s 10510 501 o2 [ 195 661 | 94 390 678 [ 277 137 where F4; and F9; are the features of the input test
1| 5406 |1398| 568 | 915 11072 626 11052 179 | 871 278 object. F4s, and F9sy denote the features of the chess k
£
2
]
i
=

Q85T |1183| 137 | 348 | 793 |1106) 621 | 396 | 800 | 173

4 Empirical Results

3.7 DFT coefficients of Trait Wave and Feature 4.1 Simulation Environmental
Database

In order to demonstrating the performance of the

In Session two, we have already described theproposed scheme, all kind of Chinese chess images with
Chinese-chess feature calculation and normalization. Thgize 640x 480 were used in simulation., In simulation,

chess has several orientations when placed on the boar¢e set parametersyy = 0.4, spp = 10, andspy = 90,
Therefore, a DFT transform is used to obtain theand we extract the chess image with size 2P0 for
coefficients, which are rotation invariance of the traitdat jmage identification. The details of the simulation results
step and are needed to compare with the input object anglre described in the following.

database. In the Chinese chess, there are 14 kinds of chess

characters including seven black color chess characters

and seven red color chess characters. In FCFD, the . .

features are DFT coefficients of the trait values of the4.2 Simulation Results for FCSD Method

chess characters. Therefore, before starting the chess

recognition process, we need to construct a databasgig. 9 and Fig. 10 express that the test results all 100%
including 14 chess features. Before the system |dent|f|e$demify the input chess image and its three types of
the input test chess, we use the 14 Chinese chesgtated images for red chess and black chess, respectively.
characters to simulate the features; each chess chamsictergjnce chess has 360 computation rotation points, due to
run on 20 different orientations. After we add up, the paper limit, we randomly show three points of rotation
features database was completed. Table 1 shows the firgbsults. After careful observation, we see that the energy
10 coefficients which is the trait data transfer by DFT. waves are the same on Starting point Condition_ Tab'e 2

shows the testing results by using three types of rotating

test point corresponding to figure 9 and figure 10. From
3.8 Decision Functions of the FCFD method  the table, we see that the maximum error number is 85,

which is less thar§yy = 90, and therefore passes the
In FCFD method, the DFT coefficient is denoted as F4detection. Fig. 11 shows the chess images and its features
and F9, are the factors we use as the features comparisaurve under 40 degree incline testing. Fig. 11(a) is the test
for input chess recognition. During features comparison,images including incline and zoon-in testing. Fig. 11(b)
we check and record the difference between input chessxpresses the original energy waves obtained by
feature and standard feature of the database chess lmalculating on regular rules. Fig. 11(c) shows the energy
chess. Finally, we check and select the minimum errorwave after standardize starting point corresponding to the
chess used as its chess. In our method, the decisioRig. 11(b). It is obvious that the tests are all correct.
formulas are listed in the Equations (15)-(16). EquationSimilarly, Fig. 12 shows the other testing image chess
(15) calculates the features error by accumulating the' ”, and it is similar to Fig. 11. With different chess, it
difference between the coefficients F4 and F9, which arealso gets correct results.
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4.3 Simulation Results for FCFD Method

The simulation results of the FCFD method are shown in |
Fig. 13- Fig. 16. Fig. 13 displays one of test results of the |~
chess image where it shows the rotation and zoon-in
testing. From the testing results, we find the error is | .
-0.0404, which are less than threshold, so all aref
correctively identified. Fig. 14 shows one of test results of
the chess image where it shows the rotation and zoon-ou -
testing. Testing results reveal the error is 0.0658, which |-
are less than threshold, so all are correctively identified.
Fig. 15 denotes one of test results of the chess imagei.
where it shows the 20% added noises. According to test|
results, it is shown that the chess has error is -0.034 les¢
than the threshold. Therefore all are successful identified |
Fig. 16 shows the chess images and its features under a 4| -
degree incline testing. According to test results, it is |
shown that the chess has error is 0.0441 less than the
threshold. It is obvious that the tests are all correct. For| -
each attack of chesses mentioned above, we simulatef—*
over 140 times of testing with a standard size, zoom-in,
zoom-out, incline and added noises under all different |
orientations; and all of tests got correct identificatioor F

the convenience to read, we list the simulation results in_ h | hei hessi ditsth
Table 3. Where the parameters of the Table 3 IistedF'g' 9: The test results of the input chess image and its three types

below: fea = 2+ F4+ 3% F9, err.=fea. of input image of rotated images for color red chess; (a) the original test image,

—fea of database, and err%=err. of the input image /fea o%b) the testimage on three kinds of rotation.
the database.

:
@
X
.

4.4 Comparison with Other Methods

EFEEED
#
®
I

Table 4 shows the all types of attacks comparison among =
the proposed method and others. On resisting the rotation
attacks, all papers are all done. HL6] did not show the ==
zoom-in or zoom-out test. As for the robustness to the L3
pepper and salt attacks, Hu and AISYXY][just did, but

not describe. In incline attack, Hu did not display, and

5
ofiofle

Ty
AISYS can resist 30 degrees attack, which is less than our A @
method since we can pass 40 degrees incline attacks
According to Table 4 shown in, it is evident that our = o 7

method is an effective and robust method for B
Chinese-chess recognition. ]

5 Conclusions

In this paper, the image zoom-in, zoom-out, rotation, 2/
incline image, and added noise are all used to simulation.
In chess identification, we compare the features between
the input image and image in database by two stages; ongig. 10: The test results of the input chess image and its three
is to compare and record the 360 computing points; thaypes of rotated images for color black chess; (a) the original test
other is to compare the accumulated error number ofmage, (b) the test image on three types of rotation.

playing chess. From the experimental results, our

algorithm by FCSD method and FCFD method are all

achieve a 100% identification rate of the Chinese-chess.

Meanwhile, it is show that our proposed scheme has twaadvantages when compared with other method: 1) our
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Table 3: The errors of the all kind of attacks on the proposed method.

It Standard Zoom in Zoom out Incline 40" 20% noise

o feature |fea.| err. |err¥|fea.| err. |errS|fea.| err. |err% fea.| err. |err%
ﬂft‘ 2200 095 | -105 .87 | 2246 46 209 | 2267 67 3.05 | 2146 =54 =245
H: 910 933 23 216 | 959 a9 538 | BG5S -5 195 11000 | 90 9.85
*E 1933 190 | -43 404 | 1796 | -137 | <709 | 1389 56 2.90 11949 6 B3
ﬁ QB0 918 | -61 -5.73 | 928 | --52 -5.31 | 1013 33 337 |1068| &8 8.98
5 2100 2130| 30 282 |2072| -28 =1.33 | 2309 109 519 |2133 i3 1.57
Jﬂ 2567 2611 44 4.14 | 2634 47 1.83 | X558| -9 -0.35 | 2641 T4 288
-4 4450 4545 95 853 (4370 -80 180 | 4663 213 470 | 4447 -3 0.07
= 1221 |1315| o4 | B3 [1287| ee | 541 [1260]| 30 | 339 |1179| 42 | -3
=+ 4443 4457 54 508 4537 94 212 |4502| 59 133 |4474 31 (v i) ]
& 2470 61| 9 |.085 |2519| 49 | 198 (2406 64 | -259 |2476| & | 028
= 1153 1175 22 207 (1043 ) -110 | 954 (1091 -62 -5.38 | 1265 | 112 a7
B 4285 4357| -28 | -263 |4567| 282 | 6558 |as70| 294 | 686 (4320| 35 | os2
'E a2 863 -89 -9.30 | 934 =28 -2.91 | 1058 96 998 | 851 =111 [-11.54
B 2456 2436| 10 -6.58 |2432 | -62 -256 | 2606 110 441 | 2524 28 112

- . Fig. 13: The chess images and its features in zoom in attack.
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Fig. 11: The chessimages and its features curve under 40 degrees
incline test; (a) the test image, (b) the original energy wave, (c)
the energy wave after standardizing starting point.

Fig. 14: The chess images and its features in the zoom-out attack.

- “l -}
- - Fig. 15: The chess images and its features in 20% added noises
- - attack.
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Fig. 12: The chess images and its features curve under 40 degreqsq. 16; The chess images and its features curve under 40 degrees
incline test; (a) the test image, (b) the original energy wave, (C)incline attack.

the energy wave after standardizing starting point.
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Table 2: The testing results by using three types of rotation 5] ¢ v. Lin, P. C. Jo, C. K. Tseng, Multi-Functional Intelligent
corresponding to Fig. 9 and Fig. 10. Robot DOC-2, Humanoid Robots, 2006 6th IEEE-RAS
International Conference, 530-535 (2006).

Test pattern-1 ~ Test pattern-2  Test pattern-3 [3]J. Wang, L. Dong, X. Gao, C. Xu, F. Wang, C. Zhang,
Item | error numbers error numbers error numbers Research and Development of Super-Master-like Chess
31 56 27 Playing Robot, Control and Decision Conference, 1332-1335
14 15 25 (2009).
58 44 20 [4]J. Wang, Y. H. Luo, D. N. Qiu, X. H. Xu, Adaptive
59 40 24 Gbenetic Algorithm’s Implement on Evaluation Function in
33 24 58 Computer Chinese Chess, Proceedings of ISCIT2005, 1205-
33 12 51 1209 (2005).
29 19 37 [5] Z. Chen, M. Liu, Z. Li, X. Lian, Key Technologies Analysis
16 85 33 of Three Sides Chinese Chess Computer Game, |IEEE
33 41 25 conference, Second International Symposium on Intelligent
35 20 12 Information Technology Application, 856-860 (2008).
38 36 85 [6] Y. F. Fan, X. J. Bai, R. Y. Liu , S. Xing, THE RESEARCH
32 23 16 OF CHINESE CHESS BASED ON DATABASE WITH
7 48 8 SELF LEARNING, Proceedings of the Ninth International
28 50 53 Conference on Machine Learning and Cybernetics, 319-322
(2010).

[71B. N. Chen, P. Liu, S. C. Hsu, T. S. Hsu, Integration of

) . ) Chinese Chess Endgame Knowledge Bases, International
Table 4: All kind of attacks comparison among the proposed  cqnference on Technologies and Applications of Artificial

method and others. Intelligence, 450-455 (2010).
[8] D. Barik, M. Mondal, Object identification for computer

AISYS Proposed vision using image segmentation, International Conference
Item P.Hu[16] Vision[17] method on Education Technology and Computr170-172 (2010).
_ROK_)USt to the _ _ [9] L. He, Y. Chao, K. Suzuki, A Run-Based Two-Scan Labeling
incline attack | Noshows  Achieve 30 Achieve 40 Algorithm, "IEEE Transactions on Image Processing,
) 749-756 (2008).
Resist the [10] H. Zhu, J. Lei, X. Tian, A Pattern Recognition System
rotation attacks Yes Yes Yes Based on Computer Vision The method of Chinese chess
) recognition, IEEE International Conference on Granular
Zoom in and Computing, 865-868 (2008).
zoomouttest | No shows Yes Yes [11]J. D. Foley, A. Van Dam, S. K. Feiner, J. F. Hughes,
Fundamentals of Interactive Computer Graphics, second
Robust to the _ ed.Addison-Wesley, (1990).
pepperand salt Noshows  Noshows  Achieve 20% [12]R. A. Hall, llumination and Color in Computer Generated
interference Imagery, Springer-Verlag, (1989).

[13] R. A. Hall, D. P. Greenberg, A testbed for realistic image
synthesis, IEEE Computer Graphics and ApplicatioBs,
10-20 (1983).

. . T 41 M. Zhai, S. Fu, Z. Jing, Homography estimation from
method is robust against the 40 incline degrees attacks. I[t1 planar contours in image sequence, Optical Enggineetg,

is better then other method only 30 degrees. 2) Our 37500 (2010).
method can resist the 20% pepper and salt noise attacks.[15] 1. c. strand, Optical three-dimensional sensing for machine
vision, Optical Enggineerin@4, 33-40 (1985).
[16] P. Hu, Y. Luo, C. Li, Chinese Chess Recognition based on
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