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Abstract: This paper considers the problem of interconnect wire delay in digitalratied circuits. The correct wire sizing and buffer
insertion/sizing can reduce the interconnect delay. The interconnextsadivided into segments and to optionally buffers are inserted
between two adjacent segments. But it is important to select appropalags\for the size of buffers as well as the lengths and widths of
segments to minimize the delay. Since the delay is a multi-dimensional funitsioptimizing process is complex and time-consuming.
In this paper we introduce an improved particle swarm optimization for dalaymization. The aim is to reduce the interconnect wire
delay. This work is performed in 3 case studies. Sizing a chain of lsuffiéhout considering the wire delay is done in case study
1. Wire sizing alone and buffer insertion/sizing with wire sizing are dealt s ciudy 2 and case study 3 respectively. In these case
studies, the our improved PSO results are matched with theoretical rebilksive proposed technique is very fast and more accurate
than standard techniques.

Keywords: buffer insertion/sizing, wire sizing, interconnect wire delay, particlerawaptimization

1 Introduction fact, by manipulating the wire width, for example, the
trade-off between capacitance and resistance can be

As VLSI technology continues to scale down, balanced, and consequently the delay can be minimized
interconnect de|ay has become the dominant factor ”{11] On the other hand, correct buffer insertion area able
deep submicron desigd][ With the continued scaling of to minimize signal delay by repowering the signal using
process technology, the resistance per unit length of th@mplifiers or buffers12). The minimal interconnect delay
interconnect continues to increase, the capacitance peian be achieved by suitable wire/buffer sizing.

unit length remains roughly constant and transistor or The mentioned works have introduced -classical
logic delay continues to decreas#.[So as the feature algorithms to find the best solution. But in recent years,
size of VLSI devices continues to decrease, interconnectiilization of evolutionary algorithms has increased as an
delay becomes increasingly important3].[ Buffer efficient tool for automated design of integrated circuits
insertion, buffer sizing, and wire sizing have been shownthat need to optimize. Demand for electronic circuit
to be effective techniques for interconnect delayautomation has increased due to complexity growth in
optimization B]. We divide the interconnect wire into VLSI circuits [13]. In VLSI circuit design, delay, power
several segments and to optionally insert buffers betweewlissipation and chip area can be considered as a function
two adjacent segments. Also we can change the size obf design parameter, such as W/L ratio, interconnect wire
buffers as well as the lengths and widths of segments irwidth, gate size and etc. But these functions are usually
order to minimize the delay from source to sink. In nonlinear and complex. Thus, usage of the classical
previous years, several closed form optimal solutions forsolutions and algorithms for optimization of these
interconnect optimization problems have been gived,[  functions is difficult and time consuming. Particle Swarm
5,6,7,8,9,10]. In these studies, the delay minimization Optimization (PSO) is an efficient kind of evolutionary
problem of on-chip interconnect wire is considered by algorithms that can solve a variety of complicated
simultaneous buffer insertion/sizing, and wire sizing. In optimization problems. The most important difference
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from the classic optimization techniques is that PSO doe
not require any derivation which simplifies PSO structure
Because of the parameter number to be adjusted is qu
small; application of PSO is very easlJ.

Recently, in many works the PSO algorithm has bee
applied in digital electronic circuit design. For example,
the performance of PSO based inverter desig
considering transient performance has been investigat
[13], so that the PSO algorithm found the values of loac
capacitance and MOS transistor dimensions to minimiz
the error between rise time and fall time. PSO result wa
matched with theoretical result. Having successful result
authors minimized the error between propagation dela
times and the error between rise and fall times
simultaneously using PSO algorithiid]. PSO result was
matched with theoretical result as well. Also Vural and
Yildirim [ 15] utilized PSO for accommodating required
functionalities and performance specifications
considering optimal sizing of analog integrated circuits
with optimization ability in short computational time. In
[16] a PSO based framework is purposed for low power
testing of VLSI circuits. The entire testvector is set in a

k=1
%initialize random particles
fori=1to p
particle(i).X=random value between X_LowerBond and X_UpperBound
particle(i).V=random value between V_LowerBond and V_UpperBound
particle(i).cost=cost_function(particle(i).X)
particle(i).pbest=particle(i).cost
particle(i).best_position=particle(i).X
end
[global_best position gbest]=minimum_cost(particle)
%find best position
while(k<=maximum iteration)
fori=1to p
update particle(i).X
update particle(i).V
particle(i).cost=cost_function(particle(i).X)
if (paticle(i).cost<particle(i).pbest)
particle(i).pbest=particle(i).cost
particle(i).best_position=particle(i).X
end
end
[global_best_position gbest]=minimum_cost(particle)
k=k+1
end
return [global_best_position gbest]

Fig. 1. Standard PSO algorithm

frame, so that the frame consists of all those vectors

strings which provide high fault coverage and also
arrange vectors in frame to produce minimum toggling
rate of flip flops. As an optimization tool, PSO is used to

minimize number of logic gates needed to realize the

100% feasible circuitsl[7]. The parameters of sub-35 nm
contact-hole fabrication are optimized using particle
swarm optimization approachl§]. In case of field

complex, difficult and time consuming process,
evolutionary algorithms can be suitable cases in solving
such problems.

The particle swarm optimization (PSO) algorithm as
evolutionary algorithm for optimization was introduced

programmable gate arrays (FPGA) placement and®y Kennedy and Eberhart in 19952127]. Each

routing, PSO is proposed to minimize the distance OpPtimization problem can be considered the minimization
between configurable logic blocks (CLBSLY. A of a cost functionf (X) where X is the decision vector
discrete PSO (DPSO) version is applied to the FPGAcConsisting of n dimensions. In fact each dimension is an

placement problem to find the optimum logic blocks and independent variable which must be limited between a
IO pins locations in order to minimize the total determined domain. The aim of optimizing is to find the

wire-length pO). _coordinat_es of the point which the \_/alue of the fqnction at

This paper unfolds as follows. In Section 2, the !t _b_e ‘minimum. In the PSO algorlthm,_ all pgrtlcles_ are
standard PSO algorithm is explained and then ourhitialized with random _coordmates in n-dlmensmngl
technique for improving it, is presented. In Section 3, SPace, so tha_t each par_tlcle can be a potentlal s_olutlon.
both standard and improved PSO algorithms are used t&ach particle is also assigned a randomized velocity, and
size a chain of buffers and results are compared tdhen flown through n-dimensional space.
mathematical method. Wire sizing and optimization of it ~ For each particle, the best coordinatgsbedt) in
using the improved PSO algorithm are investigated inn-dimensional space that it has achieved so far with the
Section 4. Section 5 brings the most complete case studyalue of the function are stored. Also the best coordinates
For reducing the interconnect delay, buffer insertion andamong overall particlesgbest) with the value of the
wire sizing techniques are utilized and the improved PSofunction are stored. The movement of particles is based
algorithm is used to determine the most optimal sizes foron pbest andgbest. In other word, each particle adjusts its
buffers and wire segments. Finally, conclusions and futureposition in the search space from time to time according
work are provided in Section 6. to the flying experience of its own and its neighb®g][

In fact, PSO is an evolutionary computation method based
on the social behavior, movement and intelligence of
swarms searching for an optimal location in a
multidimensional search are&d.

Each particle has a current position vect¥) @nd a
velocity vector V). X, V, pbest for each iteration and
Since optimization of multi-dimensional and nonlinear gbest are n-dimensional vectors. At thid" time step
functions using conventional computing algorithms is a(iteration), the position vector and the velocity vector of

2 Particle Swarm Optimization

2.1 Sandard Particle Swvarm Optimization
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theith particle are updated as follows: ik deratel el e
do

lobal_b iti best]= dard k,X_bond

\/.k+1 = v\}\/k + Clrandll(( pbeg:.k _ )(Ik) g?_?o;& 555;5‘13??&&?3;2%35 -—(lz)s(i(UppErgguld - X_LowerBound)/d)

! I ! X_Upper bound=global_best_position + ((X_UpperBound - X_LowerBound)/d)
hile(k<=i i iterati
+corands(gbestk — XX). (1)  Taniomet et boston chasn
XL = )k vkt ) Fig. 2: Improved PSO algorithm

Here,k = 1,2,...,maximum iteration; andi = 1,2,..., p.
The number of particles ip. Acceleration (change the - . :
velocity) is weighted by a random term, with separate3 Sizing a chain of buffersusing PSO

random numbers being generated for acceleration toward . .

pbest and gbest [22]. The acceleration factors, andc, 3.1 Factors affecting the propagation delay

indicate the relative attraction towanobest and gbest

respectively and alsaand; and rand, are random The propagation delay of each logical gate is a function of
numbers uniformly distributed between zero and oneits equivalent resistance and load capacitance. The load
[13]. Inertia weight parametew controls the trade-off capacitance can be divided into an intrinsic and an
between the global search ability and local search abilityextrinsic component. Intrinsic component represents the
during the optimization proces23]. In order to avoid self-loading or intrinsic output capacitance, and is

premature convergence, PSO utilizes a distinctive featur@ssociated with the diffusion capacitances of the NMOS
of controlling a balance between global and localand PMOS transistors as well as the gate-drain overlap
exploration of the search space which prevents from(Miller) capacitances. Extrinsic component is the

being stacked to local minimal§]. The PSO algorithm extrinsic load capacitance, attributable to fanout and
can be expressed as figure (1). wiring capacitance 44]. The equivalent resistance and

capacitance are dependent on MOS transistor dimensions.

As we increase the maximum iteration and the o g . .
number of particles, the accuracy will be raised, but moreThe diffusion and Miller capacitances are proportional to

time is needed for execution. Each dimension of vektor the width of the transistors, but equivalent resistance is
and vectoV must be limited between lower bound and M€Verse proportional to i2fl]. On the other hand, while

upper bound. These bounds are determined based on tf¥N9 UP, input gate capacitance which is a component of

parameter of the problem which is supposed to bef[he extridnsic load capacitance of previous stage, is
increased.

optimized.

3.2 Closed form of the delay
2.2 Improved Perticle Svarm Optimization In [24], the propagation delay of a chain (see figure (3)) is
derived as following equations:

Determining appropriate limits for search space is
important for the success of the PSO algorithtd][ If

the determined domain is symmetric to optimal point, not
only PSO result will be more accurate, but also it will be to,j = tpo(1+ Cg-,J+1) — too(1+ ﬂ) (4)
achieved in much less time. Each cost function may have e R s

some local optimal point, so that the particles around

them which are away from global optimal point get close to— N bt N 14 Cyj+1 _c )
the PSO result to themselves and took it away from the P~ Zl P.J = tpo Zl( YCo.i ):Con1=Cr.

best result. On the other hand, execution time increases a = ’
with larger search space. To solve these problems, wéet andCirer represent equivalent resistance and intrinsic
modify the standard PSO algorithm as after somecapacitance of reference gate respectively. Generally,
iteration and obtaining an approximate result, we limit thereference gate is an inverter or a buffer with minimum
domain of each dimension of vectot and make it dimensionsy is a proportionality factor, which is only a
symmetric to the approximate result, and the standardunction of technology and is close to 1, for most
PSO procedure is called again. Our improved PSOsub-micron processe&4]. The input gate capacitance of
algorithm is given in figure (2). In the algorithrd,is an  j™ inverter which is proportional to its size, is shown by
experimental parameter which is used to limit searchCg;. SO fj is the ratio of between the size 6f+ 1) and
space. In this workd is assigned by 10. It is notable that j" inverter.C_ shows load capacitance such that the chain
number of iterations in each standard PSO procedures catirive it. t, j andt, represent the delay gf" inverter and

is a portion of maximum iteration. the total delay of the chain respectively.

tpo = 0.69RrefCiref ) (3)
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Table 1: Parameters of the 08umtechnology #]

" — out o 0.067%0
e c e 17.1KQ
-+ G 2 N o | 0.0596(F /un?
Ct 0.0641fF /um

Cg 0.234fF
S . . N . C4 3.883fF
Fig. 3: Chain ofN inverters with fixed input and output capac- Wi 0.18um

itance [24]
ro: Unit square wire resistance.
re: Effective output resistance of a minimum device.
L. Co: Unit area wire capacitance.
3.3 Closed form of minimumtotal delay ¢ : Unit length wire fpringing capacitance.
o S ) Cg : Gate capacitance of a minimum device.
The aim is to minimizetp, such thatCqyi as input  c4: Drain capacitance of a minimum device.
capacitance andC_ are fixed. Generally,Cq1 iS @  Wyin: Minimum wire width
minimally-sized device. The total delay is a function that
hasN — 1 independent variable, bei, Cy3, ...,
The minimum delay can be found using mathemaucal Table 2: Inputs of the PSO algorithm for a chain of buffers

methods -taking partial derivatives, and equating them to Cg1
0-. The result has been given i24]. The optimum size of CL 100cy
each inverter is the geometric mean of its neighbors sizes, y

Ciref Cg

Cyj= V Cg,j—1Cg j+1- (6) Rref e

Number of people| 2000

In fact all inverter must be sized up by similar factor. With Maximum iteration| 120
Cy1 andC, given, sizing factor called is derived as follow:
PR & _VE 7 Table 3: Results of sizing the chain of buffers using 3 methods
R ’ Sandard | mproved
Method Mathematical PSO PSO
and the minimum delay through the chain is f2 3.162219 3.123944 3.162219
f3 3.162219 3.183042 3.162219
Q‘/f f4 3.162219 3.157432 3.162219
tp = Ntpo(1+ 7)- (8)  [Total Delay | 45967628 | 459686991 | 459676281
fz:% fa: %3 f,: G

.3
. L Total Delay : The minimum delay through the 4 buf fers chain.
3.4 Experimental results of delay minimization

using the PSO algorithm

In this paper we use the parameters of tha8am 3.4.1 Minimum delay for various number of buffers

technology that can be seen in table (1). In this section,

we consider a chain of buffers with the given parametersTO determine number of buffers, so that the total delay is

in table (1), and apply the PSO algorithm to minimize the minimized, we have used the improved PSO algorithm for

total delay as compared to closed form which wasN = 1 to 40. As can be seen in figure (4), the delay is

expressed. The PSO Algorithm finds the size of buffersminimized when the number of buffers is equal to 4.

so that the total delay as cost function is minimized.

Equation (5) shows the cost function, such that the size of

each buffer is proportional to the value of gate 3.4.2 Minimum delay for an optimal number of buffers

capacitance. The inputs of the PSO algorithm are listed in

table (2). Both the improved PSO and the standard PSO have been
Infact,Cq2,Cqy3, ...,Cgn COMpose the vectot and the  applied to minimize the delay through the chain with 4

total delay isf(X). The PSO algorithm must investigate buffers and their results have been compared with the

search space and find the best values of the vetGtdor results of mathematical method which are expressed in

minimizing f (X) . As previously mentioned, each element equations (7, 8). For minimizing delay, the ratio between

of the vectorX , must be limited between a determined two adjacent gates must be equal to sizing factor which is

domain. The lower bound and upper bound@gy , with given in equation (7). The results are summarized in table

2 <i <N are fixed taCq 1 and ,C, respectively. 3).
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Table 4: Characteristics of hardware and software used for t
work

Workstation | Loptop Acer 5750G
CPU frequency 2.1 GHz
CPUcores | Core™i3-2310M
Cache 3MB L3
0.S Win 7 Ultimate
Software MATLAB 7.8.0

As shown in table (3), the results of the improved
PSO algorithm are exactly matched with the
mathematical method whereas the standard PSO is take
error between 0.15 % and 1.21%.

For sizing a chain with 4 buffers to minimize delay,

execution time of the improved PSO algorithm was about™9: & The retype RC circuit model for a wire segment with

1.86 seconds whiles execution time of the standard PS

df,-ngth ofl and width ofh [4]

algorithm was about 11.07 seconds. It means we have
almost 5.93x speedup. Characteristics of hardware and

software used for this work are presented in table (4).

4 Wiresizing using PSO
4.1 Closed form of the delay

In past, the interconnect wire delay was not often

The interconnect wire is divided intd segments so
that if the wire length id. , sum ofN segment lengths is
equal toL. Driver resistance and load capacitance Rse
andCy_ respectively (see figure (5)). Each wire segment is
modeled as artype RC circuit as shown in figure (6).
Therefore, the interconnect wire accompanied by the
driver resistance and load capacitance form an RC
network. So, according to Elmore model, the interconnect

considered. But nowadays with the advancement indelay is obtained by equation ()]
technology and because of reducing device dimensions,

increasing parasitic effects of wires and increasing

circuits speed, interconnect wire delay has become

important factor in design of digital integrated circuits.

The interconnect delay is caused by resistive and

capacitive behavior of wires. In this section the optimal
wire sizing using PSO is investigated to minimize the
delay. The interconnect wire is divided into several

segments and consequently the delay will be a function of

D= RD(00|1h1+Co|2h2+... + Colnhn JrCL)

rol I1h
ﬁ—ll(coé L 4 colaha+ ... + Colnhy +CL)
rol Ioh
ﬁ—;(coé 2 4+ Colshg + .. + Colnhn +CL)

length and width of the wire segments. So, closed form of

the delay as a cost function is used for the PSO algorithm

such that search space is composed by the length and

width of the wire segments.

" roln Colnh
+M(CONN

~ > +C).

©)
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Table5: Inputs of the PSO algorithm for wire sizing Table 7: The segment widths for the wire with 4 segments
Number | Muximum hy hy hs hg
Rp CL of people | teration L The Method
re/200 | 200Cq 1000N 300 1000Qum Proposed in [4] | 1.96um | 1.16um | 0.59um | 0.28um

Improved PSO | 2.12um | 1.10um | 0.57um | 0.29um
Error Percentage 7.34% | 5.29% | 4.06% | 3.38%

Table 6: Minimum delays for various number of wire segments

Number Minimum Minimum Percentage of
Delay Using Minimum . . .. . ..
of Segments| Delay in [4] | Improved PSO| Delay Reduction| 9 Buffer insertion/sizing and wire sizing
4 23358 ps 214.89 ps 8.07% using PSO
5 231.5ps 212.90 ps 8.03%
10 227.5ps 210.24ps 7.59% Buffers can reduce the interconnect delay in digital
15 226.75ps 209.74ps 7.50% integrated circuits due to repowering signals. It has been
20 226.5ps 209.61ps 7.46% estimated that the buffers will constitute 35% of circuit
25 226.35ps 209.56ps 7.42% cells in the 6Bm technology P5]. But it is important to
30 226.25ps 209.52ps 7.39% determine buffer sizes, so that the delay is minimized. In
this section, we investigate buffer insertion/sizing and
wire sizing techniques for delay minimization in a wide
range of experiments. To address this issue, firstly we
4.2 Experimental results of delay minimization compute the propagation delay as a function of buffer
using the PSO algorithm sizes, wire segment widths and wire segment lengths.

Next, we minimize the function by means of the
Inputs of the PSO algorithm for this section are listed in IMProved PSO algorithm and the algorithm proposed in

table (5). As can be seen both the driver and load are 206¢- Finally, the optimum sizes for getting minimum delay

times bigger than the minimum device. Another note that®"® Shown in detail.

since search space becomes larger due to increasing

number of segments, in the same way, we also increas

the number of people, consequently the accuracy will nog-l Closed form of the delay
fall.

Chris et al. f] illustrated for optimal solution of wire
sizing, the segment lengths must be all equdl tdl. So
we use the PSO algorithm to determine the segmen
widths for delay minimization. Therefore here, the vector
X is composed byh; , hy ,...h, . The low bound and
upper bound for the width of each wire segment are set t
Whin and 35x Wi respectively.

We can get a smaller interconnect wire delay by using
more segmentdd]. Table (6) depicts the minimum delays
for different number of wire segments. As shown in table
(6), using the improved PSO, the minimum delay
reduction is between 7.39% and 8.07% for various
number of segments compared to the theoretical methodg, — L?(Cdbi + col1hy + Golohp + ... 4 Colnhn + Ggbi 1)
explained in #]. bi

The interconnect wire is divided intl segments and a
buffer is inserted between two adjacent segments. Also
Ehe segment wire between two buffers, in turn, is divided
Into N segments (as shown in figure (7)). The buffer sizes,
the distance between buffers and the wire segment widths
Qe variable and all must be determined by the theoretical
methods or the PSO algorithm, for delay minimization. In
fact, this section is the most comprehensive case in the
interconnect delay optimization problem.

Considering figure (7) and the RC model for a buffer
shown in figure (8), the propagation delay betwéBand
(i+ 1) buffer is obtained by equation (10).

The PSO algorithm determines the segment widths to rol1 Colim .
obtain minimum delay. Also, we compute segment widths Tl( 2 + Col2hp + ..+ Colnb + Cgbi+1)
using the proposed method id]] The results of two rol>  Colohy
algorithms are listed in table (7), where the wire is Tz( 5 + Colzhz + ... 4+ colnhn + Cgbif 1)

divided into 4 segments. An interesting result revealed by
table (7) is that the wire segment widths are :
approximately halved from source to sink. For each roln . Colnhn
segment, there are two wire widths obtained by two T( >

methods in which the last row shows error percentage N
caused by difference between them. It can be seen that the _ e
error percentage is between 3.38% and 7.34% for b
different segments. These error percentages lead to make N roli colih N
the difference between the minimum delays achieved by ~  § [0l (04T | o) Lcber). (10
the methods. JZI h, (= (kzzﬂcw k) +Cgbiy1).  (10)

+Cgbit1)

N
(cabi+( Z colkhk) + Cgbi+1)
k=1
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Table 8: Inputs of the PSO algorithm for buffer insertion/sizing

" and wire sizing
*D— Iy | | ha v /)— v Maximum Number of
. Rp CL iteration | segments between buffers
- ” - re/200 | 200x cg 300 6

L b b

Table 9: Inputs of the PSO algorithm for buffer insertion/sizing
and wire sizing

Fig. 7: Wire sizing between two buffers

Interconnect Number | Number
wire lengths of buffers | of people
100Qum < L <500Qum 0 5000

r.lb 600Qum < L <1300Qum 1 10000

AAL 1400Qum < L <2000Qum 2 15000
’—[?—‘@’j_/[—v\aWT um<L < Qu
¢, b t’m C;b
"1 T 1L

mathematical results, the parameters in table (9) is given
like to paper f#i]. Note that when number of buffers is zero,
we have wire sizing alone.

In this section, vectoiX is composed by the buffer
sizes (bi,by,...,bm), the distance between buffers
(%,S1,..,.Sv), and the wire segment lengths
(ho,ha,...,hy). The buffer sizes must be limited between
minimum device and 200 times bigger than the minimum
device (less than or equal to the load). The lower bound of
the distance between buffers\g,, . We set the upper
bound of the distance between bufferd.toBut consider

Fig. 8: The model of a buffer of sizéxminimum device by a
switch-level RC circuit [4]

The interconnect wire of length is divided into
M + 1 segments, wheM buffers are inserted. Let for
0<i <M, S be length of the wire which is betweé

buffer and(i 4+ 1)!" buffer. Driver can be buffer 0 and also ; ; :
load can be buffeM + 1. For 0< j < N, we considet; to that there is a constraint for them. Sum of the distance

beS/N. Note that as mentioneti; for 0< j < N, S for between buffers should be equalltodue to satisfy the
0<i<M,andb for0<i<M, a;e all the oatput results constraint. The lower bound and upper bound of wire
of any minimization mechanism for the buffer S€IMent lengths are set thmn and 35x Whin

insertion/sizing and wire sizing problem. Also for wire €SPectively similar to pre(;/ious secltion..h tor dift
fringing capacitance consideration, we add half of the Ve run our improved PSO algorithm for different

total fringing capacitance to the load][ Closed form of ~ €ngths of the interconnect wire similar to papd}. [The
the total delayD, explained in following equation, is Minimum delays using our improved PSO algorithm

multi dimensional function, which must be optimized. We compared to mathematical method explained4] gre

employ our improved PSO algorithm to minimize the given_ in table (10). As can_b_e seen the improved PSO
delay as cost function. algorithm reduces the minimum interconnect delay

between 33.17% and 36.74% for different lengths.

N Also more results are listed in table (11) for an

D = Ro(( ) colih) + cgbs) interconnect wire of length 200p@n. As can be seen
K=1 .
L elh N d![itan(;es rt])_ea/\f;en buffers r;ave liﬁcorgez 8e09uz%Ihto each
folj Coljh; other, in which the errors are lower than 0.28%. The error
+gl i ( 2 +(k:%100|khk)+cgbl) percentage for segment widths achieved by two
Vo1 N algorithms is between 14.21% and 18.28%. To achieve
=, Te minimum delay in RC model, both algorithms result that
+ & o+ bwm (Cabw + (k;colkhk) +C) the size of buffers should be equal to the biggest size as
N 1ol colihi N L possible.
+3 T HERE A0 ook +C) + (5)e1)
=1 " k=J+1
6 Conclusions and future work
5.2 Experimental results of delay minimization In this work, we introduced an improved particle swarm
using PSO algorithm optimization and applied it for buffer insertion/sizingdan

wire sizing optimization problem. The aim was to reduce
Inputs of the PSO algorithm for this section are listed in the interconnect wire delay. Because it is a very effective
table (8, 9). To compare between the PSO results and thiactor in modern design of the integrated circuits. We
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Table 10: Minimum delays for various interconnect wire lengths Computer-Aided Design of Integrated Circuits and Systems,

IntAerconnect Minimum Minimum Delay Perpgntage 18, 1633-1645 (1999)_

Wire Length | Delay in [4] | Using Improved PSQ Dg,;’;,’"ggzﬂgion [3] C. Chu and D.F. Wong, A New Approach to Simultaneous
100Qum 22.24ps 14.76ps 33.63% Buffer Insertion and Wire Sizing, Proc. IEEE/ACM Conf.
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