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Abstract: This paper proposes financial time-series forecasting using a featureselection method based on the non-overlap area
distribution measurement method supported in a neural network with weighted fuzzy membership functions (NEWFM) and the Takagi-
Sugeno (T-S) fuzzy model. The non-overlap area distribution measurement method selects the minimum number of features with the
highest performance by removing the worst features one by one. This paper usesCPPn,m (current price position on day n: percentage
of the difference between the price on day n and the moving average of the past m days’ prices from dayn-1) as a technical indicator.
The performance result improves from 58.35% to 58.86% whenCPPn,5 is added to a minimum number of features that are selected by
the non-overlap area distribution measurement method. The T-S fuzzymodel can provide the weighted average defuzzification method
to represent a trend line such as a financial time series. This paper generally demonstrates fluctuations similar to a financial time series
of the daily KOSPI’s trend line by the defuzzification method.
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1 Introduction

A useful technique to facilitate knowledge discovery from
a database (KDD) is to select the minimum number of
features with the highest performance result, thus
ensuring low operation costs. Principal component
analysis (PCA) is a vector space transform often used to
reduce multidimensional data sets to lower dimensions
for analysis. PCA arranges components in descending
order according to their significance in contributing to the
overall data variations [1]. Therefore, the first principal
component explains most of the variation in the given
data. The second principal component explains the cause
of the next level of variation, and so on. However,
although PCA reduces multidimensional data sets to low
dimensions for analysis, it cannot reduce the number of
features. Therefore, PCA does not have the general
advantage of feature selection.

Existing studies of stock forecasting that are
representative of time-series forecasting have mainly
focused on whether stock prices will go up or down

[11][12]. However, while knowing whether stock prices
will go up or down is important, identifying the trend in
prices is also important. The trend of stock prices can be
used as basic data in forecasting the sizes of rises and
drops.

This paper suggests financial time-series forecasting
using a feature selection method based on the non-overlap
area distribution measurement method supported in a
neural network with weighted fuzzy membership
functions (NEWFM) [7][10] and the Takagi-Sugeno (T-S)
fuzzy model [8]. The non-overlap area distribution
measurement method removes the worst features one by
one, and then selects the minimum number of features,
each of which constructs an interpretable fuzzy
membership function. All features are interpretably
formed in weighted fuzzy membership functions,
preserving the disjunctive fuzzy information and
characteristics. The NEWFM’s performance results are
evaluated by the same number of features used by Kim
[2], and also by the minimum number of features selected
by the non-overlap area distribution measurement
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method. We propose a financial time-series forecasting
model that is represented by the weighted average
defuzzification method of the T-S fuzzy model.

2 Overview of Financial Time-Series
Forecasting Model

Figure 2.1 shows the financial time-series forecasting
model, which consists of four steps. In the first step, 12
technical indicators are selected to preprocess the
financial data. In the second step, the minimum number of
features is selected by the non-overlap area distribution
measurement method based on a NEWFM [7][10]. In the
third step, the NEWFM forecasts the highest performance
results with the minimum number of features. In the final
step, the T-S fuzzy model is used to support the financial
time series.

Figure 2.1: Diagram of financial time-series forecasting
model.

2.1 Experimental data

This paper used 2,928 trading days, from January 1989 to
December 1998, which was the total number of samples
used by Kim, and also the 12 technical indicators selected
by Kim [2], to forecast changes in the daily Korean
composite stock price index (KOSPI). Kim divided the
samples into two subsets, training sets and holdout sets,
which included 2,347 and 581 trading days, respectively.
Table 1 shows the 12 technical indicators and their
formulas [2]. This paper aimed to forecast changes in the
daily KOSPI. Increases and decreases in the KOSPI were
classified as ”1” and ”2” respectively; ”1” means that the
next day’s data are lower than today’s data, and ”2” means
that the next day’s data are higher than today’s data.

2.2 Neural network with weighted fuzzy
membership function (NEWFM)

A NEWFM [7][10][13] is a supervised classification
neuro-fuzzy system using the bounded sum of weighted
fuzzy membership functions (BSWFMs). The previous
structure of the NEWFM comprises three layers: the
input, hyperbox, and class layers. The new structure of
the NEWFM, illustrated in Figure 2.2, comprises four
layers: the input, hyperbox, class, and output layers. The
input layer containsn input nodes for ann-featured input

pattern. The hyperbox layer consists ofm hyperbox
nodes. Each hyperbox nodeBl to be connected to a class
node containsn BSWFMs for n input nodes. The class
layer is composed ofp class nodes, each of which is
connected to one or more hyperbox nodes. In this paper,
the output layer is designed to support financial
time-series forecasting based on the T-S fuzzy model [8].
The hth input pattern can be recorded as
Ih = {Ah = (a1, a2, ... , an), class}, where class is the
result of classification andAh is n features of an input
pattern.

Figure 2.2: Structure of the NEWFM.

3 Feature Selection

Selecting the number of fuzzy rules and identifying the
important features have received attention in recent
literature [3][4][6][9]. In this paper, 4 minimum features
were selected by the non-overlap area distribution
measurement method [7][10] from 12 initial features. The
method measures the degree of salience of the ith feature
by non-overlapped areas with the area distribution by
means of the following equation [5]:

f (i) = (Areai
H +Areai

L)
2/

1

(1+ e−|Areai
H−Areai

L|)
(1)

whereAreaH and AreaL are the higher and lower phase
superior areas, respectively. As an example, for the good
and bad candidate features for feature selection among 12
initial features,AreaH andAreaL are shown in Figure 3.1.
The larger the value off (i), the more the feature’s
characteristic is implied.
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Table 1. Initial features and their formulas
Feature name Formula
Stochastic %K Ct−LLt−5

HHt−5−LLt−5
×100

Stochastic %D ∑n−1
i=0 %Kt−i

n

Stochastic Slow %D ∑n−1
i=0 %Dt−i

n
Momentum Ct −Ct−4

ROC (Rate of Change) Ct
Ct−n

×100

Larry William’s %R Hn−Ct
Hn−Ln

×100

Accumulation /Distribution (A/D) Oscillator Ht−Ct−1
Ht−Lt

Disparity 5 days Ct
MA5

×100

Disparity 10 days Ct
MA10

×100

Price Oscillator (OSCP) MA5−MA10
MA5

Commodity Channel Index (CCI) Mt−SMt
0.015×Dt

Relative Strength Index (RSI) 100− 100
1+(∑n−1

i=0 U pt−i/n)/(∑n−1
i=0 Dwt−i/n)

Ct is the closing price at timet, Lt is the low price at timet, LLt is the lowest low price in the pastt days,
Ht is the high price at timet, HHt is the highest high price in the pastt days,MAt is the moving average oft days,
Mt is (Ht+Lt+Ct )/3, SMt is ∑n

i=1 Mt−i+1/n, Dt is ∑n
i=1 |Mt−i+1−SMt |/n,

U pt is an upward price change, andDwt is a downward price change.

(a) An example of a good candidate feature for feature
selection.

(b) An example of a bad candidate feature for feature
selection.
Figure 3.1: AreaH (white) andAreaL (black) for the good
and bad candidate features for feature selection among 12
initial features.

Figure 3.2: Numbers of accumulated features with the
smallest non-overlap area for feature selection.

The worst of the 12 initial features are removed one
by one by the non-overlap area distribution measurement
method [10]. The training processes and testing processes
were iterated 1000 times. Figure 3.2 shows a state where
the minimum formulaf (i) values were accumulated for
all features during 1000 iterations of the experiment. The
7th feature was judged to be the worst one, and hence, the
7th feature was deleted before the next experiment started,
and then 4 minimum features with the highest performance
results are finally selected for the holdout sets. In Table
2, ”

√
” refers to the features selected from the 12 initial

features.
This experiment created two hyperboxes for

classification. A hyperbox that contains a set of lines
(BSWFM) in Figure 3.1 is a rule for class 1 (the lower
phase), and the other hyperbox that contains a set of lines
(BSWFM) is another rule for class 2 (the higher phase).
The graphs in Figure 3.1 were obtained from the
NEWFM program’s training process, and graphically
show the difference between the lower and higher phases
for each feature. The lower phase means that the next
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day’s data are lower than today’s data. The higher phase
means that the next day’s data are higher than today’s
data.

4 Experimental Results

4.1 Performance results

Kim compared support vector machines (SVMs) with
back-propagation neural networks (BP) for forecasting
changes in the daily KOSPI [2]. The performance results
of the NEWFM shown in Table 3 were evaluated by 12
initial features, which are presented in Table 1. As Table 3
shows, the SVM outperformed the NEWFM by 1.03% for
the holdout data in the experiment that used 12 initial
features. However, the NEWFM outperformed the SVM
by 0.52% for the holdout data in the experiment that used
4 minimum features selected by the non-overlap area
distribution measurement method.

Table 2. Description of the selected features
Feature name Selected
Stochastic %K
Stochastic %D

√
Stochastic Slow %D
Momentum

√
ROC (Rate of Change)
Larry William’s %R
Accumulation /Distribution (A/D) Oscillator
Disparity 5 days

√
Disparity 10 days

√
Price Oscillator (OSCP)
Commodity Channel Index (CCI)
Relative Strength Index (RSI)

Table 3. Comparisons of performance results for Kim
with NEWFM using 12 initial features

NEWFM SVM BP
Performance results 56.80% 57.83% 54.73%

Table 4. Comparisons of performance results for Kim
with NEWFM using 4 minimum features

NEWFM SVM BP
Performance results 58.35% 57.83% 54.73%

4.2 Improving performance results using our
own technical indicator

This paper usedCPPn,m (current price position on dayn:
percentage of the difference between the price on dayn
and the moving average of the past m days’ prices from
dayn-1) as a technical indicator to forecast changes in the
daily KOSPI [10].CPPn,m is calculated by [10]:

CPPn,m = ((Cn −MAn−1,n−m)/MAn−1,n−m)×100 (2)

whereCn is the closing price on dayn andMAn−1,n−m is
the moving average price of the pastm days from dayn-1.
Table 5 shows that the performance result increased from
58.35% to 58.86% whenCPPn,5 was added to 4 minimum
features that were selected by the non-overlap area
distribution measurement method.

Table 5. Comparison of performance results for NEWFM
using 5 features to NEWFM using 4 features

NEWFM using 5
features

NEWFM using 4
features

Performance
results

58.86% 58.35%

4.3 Financial time series based on the
Takagi-Sugeno (T-S) fuzzy model

The T-S fuzzy model [8], a powerful tool for modeling
complex nonlinear systems, has consequent parts
consisting of linear functions and can be viewed as an
expansion of piecewise linear partition.

Ri : IF x1isAi
1, ...,xm isAi

mT HENyi = ai
0+ ...+ai

mxm (3)

y =
∑c

i=1 wiyi

∑c
i=1 wi wherewi = Min

{

Ai
1(x1), ...,A

i
m(xm)

}

(4)

where Ri(i = 1,2, ...,c) denotes theith fuzzy rule,
xi(i = 1,2, ...,m) are the input variables,yi are the rule
output variables,Ai

1, ...,A
i
m are fuzzy sets of theith rule

for xi, and ai
0, ...,a

i
m are the parameter sets in the

consequent part.

Figure 4.1: An example of how to calculate
defuzzification value.

Figure 4.1 shows examples of values to be used as
inputs of Eq. (4). Figure 4.2 shows that although both the
two stock prices increase, the sizes of their rises are
different. Using the defuzzification values of the T-S
fuzzy model, the sizes of stock price rises can be shown
as per Figure 4.2. In addition, by successively connecting
the defuzzification values in Figure 4.2, a trend line such
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as a financial time series can be represented as shown in
Figure 4.3. The financial time-series forecasting of
NEWFM can be represented by the weighted average
defuzzification method of the T-S fuzzy model. Figure 4.3
shows the financial time series of the daily KOSPI. This
result generally demonstrates fluctuations similar to those
of the daily KOSPI’s trend line.

Figure 4.2: An example of defuzzification value on
stock’s increases.

Figure 4.3: Comparison of the original daily KOSPI and
the weighted average defuzzification method of the T-S
fuzzy model.

5 Conclusion

This paper proposes financial time-series forecasting
using a feature selection method based on the non-overlap
area distribution measurement method, which is based on
a neural network with weighted fuzzy membership
functions (NEWFM), and on the weighted average
defuzzification method of the T-S fuzzy model. In this
paper, the non-overlap area distribution measurement
method selected 4 minimum features with the highest
performance result from 12 initial features by removing
the worst features one by one. TheCPPn,m (current price
position on day n: percentage of the difference between
the price on day n and the moving average of the past m
days’ prices from day n-1) was used as a technical
indicator. The performance result improves from 58.35%
to 58.86% when theCPPn,5 is added to the 4 minimum
features that were selected by the non-overlap area
distribution measurement method as new. The financial
time-series forecasting of an NEWFM can be represented
by the weighted average defuzzification method of the
T-S fuzzy model.
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