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Abstract: Inrecent years, computer-based testing has become an effgatingmah to evaluate students’ learning level. In our previous
work, a personalized genetic algorithm (PGA) for test sheet assemidiagproposed. In this paper, an improved personalized genetic
algorithm named PGAC which makes an improvement in the crossoveessof PGA is presented. Considering item distribution, an
improved algorithm incorporated item distribution (IGAID) based on PGA@ésented to assemble simulation test sheets which have
good item distribution in knowledge hierarchy for each student. Expetsrard comparison with random assembling algorithm and
GA are conducted. The results show that PGAC supports effectivedyrading a test sheet with more non-mastered items for different
students, and IGAID is capable of effectively constructing simulationstesets with good item distribution in knowledge hierarchy
for each student.

Keywords: computer-aided testing, genetic algorithm, test-sheet composition praielsmassembling

1 Introduction [6,7]. Yin et al incorporate the particle swarm
optimization (PSO) idea into the test sheet generation
With the rapid development of information technology, procedure to facilitate the efficiency of assembling near
computer-based testing is adopted by many colleges andptimal serial test sheets from large item ba8lk [ee et
universities throughout the worldl], Computer-based al. propose an Immune algorithm to improve the
testing is an important part in E-Learning systems andefficiency of generating near optimal test she#f][
intelligent computer-aided instruction systems].[ Wanget al. adopt discrete coding strategy in a discrete
Students’ learning level can be evaluated by usingdifferential evolution algorithm to assemble appropriate
computer-based testing. test sheets12]. Ou-Yanget al. propose an approach to
The algorithms which selecting items to construct generate test paper based on students’ learning situation
final test sheet play an important role in the high quality [13]. Moreover, there is Item Response Theory (IRT)
testing B,4].A lot of experts and researchers concentratewhich is different from Classical Test Theory (CTT) that
on proposing test sheet generation algorithms with highall above algorithms are based on. IRT establishes some
efficiency. Some test assembling systems use random dton-linear models between subjects’ ability and item
manual strategy 5,6]. Some experts use methods in parametersi4].
machine learning to solve the test sheet generation Before a student takes regular examinations, he/she
problem: Tabu search7], genetic algorithm (GA) §], would like to practice simulation tests which are
particle swarm optimization9[ 10|, etc. Hwanget al. generated according to his/her learning level and
adopt clustering, dynamic programming, Tabu search angreference information, with the same difficulty and
heuristic algorithm to improve the construction procedurediscrimination degree as regular examinations. In the final
of the test sheet in high quality with specified constraintssimulation test sheets, comparing with the mastered
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items, students would prefer non-mastered ones occupy described referring to our previous workq, and the
bigger proportion in these simulation tests. Thesedefinition of good item distribution in knowledge
personalized simulated tests can help the student tdierarchy is presented.
explore his/her inner strengths and guide him/her to learn  Knowledge hierarchy of one course which includes 3
more knowledge which he/she hasn’t mastered. Howevelayers, namely chapter, section and concept is used as an
the above approaches dont support students'example. One course includes several chapters, one
personalized simulated tests. chapter includes several sections and one section includes
Moreover, when a student prepares to attend a tesseveral concepts. The presented method can also be easily
which is assembled by above approaches that are basexktended to practical situation.
on CTT, he/she might find there are some test items The purpose of IGAID is to selecfitems from item
corresponding with the same concept, section or chaptebank to compose a test sheet that satisfies specific
no matter whether he/she mastered this knowledge in theequirements, learning level and good item distribution in
final test sheet or not. In a normal test, the test sheebne course for each student.
should contain items which have a good distribution in  Assume that there ameitemsQ1, Qy, ---, Qn in the
concept, section and chapter. Excess test items with thgem bank. There arem.concept conceptsconcept,
same concept, section or chapter would play badconcept, ---, conCe€phconceps M.SECtion sections
influence on evaluating students’ real ability of masteringsection, section, ---, sectiOfsection M.Chapter
knowledge. Moreover, it would help little in mastering chapters chaptef, chaptep, ---, chaptep chapter
more knowledge for each student. involved in the test. The relationship between concept and
In our previous work 15], a model which formulates test item is one-to-many. The iter®; (1 <i<n) for
the personalized test generation problem was presentedtudent has 3 states: 0, 1, and 2. State 0 indicates student
Based on the model, a personalized genetic algorithn) answers item@Q; right. State 1 indicates studeijt
(PGA) which assembles appropriate test sheet for eachnswers iten@Q; wrong. State 2 indicates studgritas not
student, according to their different learning level in answered iten®;.
concepts and preference information of items was Constructing appropriate simulation test sheets which
proposed. have good item distribution in knowledge hierarchy
In this paper, the definition of good item distribution should consider the learning level of studgim mastered
in knowledge hierarchy is presented. According to thisconcept pre ficonceps1<s<mconceps Mastered section
definition and the model which formulates the pre fisection,1<s<msection mastered chapter
personalized test generation problefi®][ an improved  prefichapteg, 1<s<mchapter @nd preference information
personalized genetic algorithm which named PGAC andprefj 1<j<n for item Q; which is corresponding to
an improved genetic algorithm incorporated item concepttonceps.
distribution (IGAID) are presented. PGAC improves PGA  The definition of learning level for studeitis the
in crossover process. PGA compares and crosses fath@ercentages of mastered conceye ficonceps, mastered
individual indyag and mother individuaindnym in the sectionpre fisection, and mastered chaptpre fichapte-
position which is chosen in a random probability. PGAC The definition of preficonceps,1<s<m.concept IS as
compares and crosses father individinaly,g and mother  follows:
individual indmym from the initial position to the end
position. This will increase the probability of individual
which includes more non-mastered items. IGAID which  Pre ficoncept,1<s<m.concept=
is PGAC incorporated item distribution assembles 0.Y Item> answerNum af. O<af < 1
simulation test sheets which have good item distribution { 17,YltemzanswerNumaf,’0<af <1 (1)
of mastered and non-mastered level in knowledge -
hierarchy for different students. Experiments and The definition ofpre fisection, 1<s<m sectioniS as follows:
comparison are conducted to demonstrate the efficiency
of PGAC and IGAID. pre fjsectiorg.lgsgmsection:
T_he rest of the paper is_ _o_rganized as follows. In 0,Y Concept> NumSectiogk b f, 0<bf < 1
Section 2, model and definition are presented. An { 1,Y ConceptNumSectiogk b, 0<bf < 1. )
improved genetic algorithm incorporated item distribatio -
for students is proposed in Section 3.The experiments and The definition of prefichapter 1<s<mchapter IS as
evaluation are conducted in Section 4. Conclusion andollows:
future work are described in Section 5.
pre fjchapteg,lgsgmchapter:
{O,YSectiorE NumChaptey«bf, O<bf <1

2 Model and definition 1,Y SectiokNumChapter«bf, 0<bf < 1. ©)

In this section, the model which formulates the In equation 1), variableYltemindicates the number
personalized simulation test sheet generation problem isf correct answers to the items which correspond concept
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concepd. Variable answerNumindicates the number of
items which studenj has answered. If all items which

. . . n n

student j hasn't answered,preficoncepy is 1 which y |dif fi —dif f|ti + 3 |dis — digt;
represents studephasn’t masteredonce pf. Minf = =2 - i=1

Variableaf is a percentage which indicates that when 2% 3 1
no less tharaf items are answered righye ficonceps is 0 i=1
(0 represents studephas mastered the conceguincep, — Z(prefjy,---, prefj,--- , prefin) (5)
1 is not). T T ’

In equation B), variable YConceptindicates the where
number of mastered concepts which correspond with
section sectior. Variable NumSectiog indicates the Z(prefiy,---, prefj, -, prefjn) =
number of concepts which sectiogection contains. n
Variablebf is a percentage which indicates that when no 0.5, 3 prefjiti<gxpf,0<pf<1
less thanbf concepts are masteregre fisection, iS 0 (0 =1 (6)
represents studephas mastered the sectisaction, 1 is 1, 5 prefit > qxpf,0< pf <1
not). i=1

In equation 8), variable YSection indicates the In equation ), variablet; = 1 represents that itei@;

number of mastered sections which correspond withis included in the test, angl = 0 otherwise. In equation

chapter chapteg. Variable NumChaptey indicates the  (g) pref; indicates whether studepmasters iten; or

number of sections which chapterchapteg n o . .

contains.Variabléf is a percentage which indicates that Not. 5 pre fiiti indicates the number of items in the test
&

when no less thabf sections are masterefirefichaptes  that are not mastered by studéng+ pf represents the

is 0 (0 represents studefthas mastered the chapter expected quantity of non-mastered items that should be

chapteg, 1 is not). selected in the final test sheet and
The expected percentagaeb and bf which are level  z(prefj;, prefjp,---, prefji,--- prefj,) is the preference

of mastere concepts, sections and chapters in experimenisformation for studenj. The objective function reduces

could be set to 60%, for the reason that usually 60 is ahe acceptable variation range of
passing grade. The percentagésandbf can also be set S |dif fi—dif [+ 3 |dis—disl
according to practical situation. i=1 =l when no less thag« pf of the
The definition of prefji 1<j<n for item Q; which is 23 b
corresponding to concepbncepi is as follows: final test items are non-mastered items relative to the
model [L5].
prefjii<icn =
0, if student j answers ight L ; s etrilng A
1. if student j answers Qwrong @) 2.2 Deflnltlor! of good item distribution in
pre ficonceps, if Student j has not answered Q knowledge hierarchy

) , In this definition, assume that there are 1; 2,qitems in
In equation 4), prefj =0 represents that stu_dent one test sheet and each concept, section and chapter have
masters itemQ;, and prefji = 1 otherwise.prefji IS @  he same weight. The variables used in the formulated
preference gene bit that is incorporated into crossoveyefinition are as follows:
operator in PGAC and IGAID processing. simconcept i<is<q: The knowledge similarity
degree between iter®; and itemQ; in concept level.
sim.concept = 1 represents iter®; belongs to the same
) . . conceptconcept with item Q;, and sim.concept = 0
2.1 Model of personalized simulation test sheet otherwise.
generation problem sim.section 1<it<q: The knowledge similarity degree
between item Q; and item Q in section level.
simsectio, = 1 represents iter; belongs to the same
Based on our previous world ], we can define each test section section, with item Q, and simsectiop = 0
item Q; has three considerations including difficulty otherwise.
degreedif fj 1<j<n, discrimination degreelis 1<j<n and simchaptef i<it<q: The knowledge similarity
prefji1<i<n. The multiple test requirements are item degree between iter®; and itemQ; in chapter level.
guantity g, expected difficulty degredif f and expected sim.chapter = 1 represents iter®; belongs to the same
discrimination degreélis. The objective function can be chapterchapteg with item Q;, and simchapter = 0
defined as follows: otherwise.
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The definition of good item distribution is described degree between items belongsstction in section level
from three levels which are chapter, section and conceptis not more tharf — 1.
When item distribution in the test sheet satisfies consgaint  In the concept level, iftconcept is a non-mastered
in equation(7 ~ 12), there is good item distribution in the concept, item distribution iconcept should satisfy the
test sheet. following constraint:

In the chapter level, ifchaptei is a non-mastered

chapter, item distribution irchapteg should satisfy the q q
following constraint: \/Z leimconce pt <
i=1t=
q
q q (rrLconcept —‘ (11)
\/Z Zsimchaptert < Sgl pre ficonceps
i=1t=
I q 1. @ In equation {1), when concept is a non-mastered
m.chapter concept, the arithmetic square root of summation of
2, Pre fichaptes similarity degree between items belongsdoncept in
concept level is not more thdR s ———— |-
In equation ), when chaptek is a non-mastered > Preficonceps

chapter, the arithmetic square root of summation of |f concept is a mastered coFtlzept, item distribution in
similarity degree between items belongsdoaptek in  concept should satisfy the following constraint:
chapter level is not more thgR 1.
sgl pre fichaptes q q q
If chaptey is a mastered chapter, item distribution in \/Zl Zsimconcem < (WJ' (12)
chapteg should satisfy the following constraint: i=1t= P

In equation 12), when concept is a mastered
a3 . h - o} concept, the arithmetic square root of summation of
i;t;smm apte = [nLchapte] (8) similarity deg_ree between items belongsdoncept in

concept level is not more th‘iﬁrﬁmﬂ-

In equation 8), whenchapteg is a mastered chapter,
the arithmetic square root of summation of similarity ) ) .
degree between items belongsctwmptey in chapter level 3 An improved genetic algorithm
is not more than plsrer - incorporated item distribution for students
In the section level, ifsectio is a non-mastered
section, item distribution irsection should satisfy the In this part, IGAID which used for each student is
following constraint: presented. IGAID consists of two steps: items assembling

with preference information and assembling with item
q q
ZZsimsectiom <
i=1t=

distribution processing.

4 1. (9 3.1ltemsassembling with preference
msezctlonpre fisection information
s=1

] o In this procedure, PGAC is presented based on the

In equation 9), when section is a non-mastered a|gorithm named PGA that was presented in our previous
section, the arithmetic square root of summation ofygrk [15] . PGAC improves PGA in crossover process.
similarity degree between items belongsdection in  pGAC chooses the crossover position of father individual

section level is not more tha e |- indgag and mother individualndmym from the first item
2, Prefisections not in a random position. This will increase the
If section is a mastered section, item distribution in probability of individuals which include more
sectior should satisfy the following constraint: non-mastered items.The process of PGAC is described as
follows.

q q q Input: test itemsQs, Qo, ---, Qn, expected difficulty
Zizisimsectiom < [————]. (10) degree, expected discrimination degree, item quaimtity
Sl m.sectio and expected percentage of level of non-mastered

. L . concepts of subject in tept.
In equation 10), whensection is a mastered section, P ) P

the arithmetic square root of summation of similaritgtep 1 Initialize the population.
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step 2 Compute fitness according to equati)n (
step 3 Go to step 6 if the termination criterion is satisfied.
step 4 Generate new population according to the loop from
step 4.1t0 4.3.
step 4.1 Selecind,m and indgag according to roulette
algorithm.
step 4.2 Crossoveéndmumandindgag.
1) Decodandmymandindgag.
2) Choose the head item position imdy,m and
indgag as the crossover positiap, cp= 0.
3) Get itemQ; in cp of indyymand itemQ; in cp of
inddad.
4) Compare gene bjire fj of Q; andpre fj; of Q.
5) Whenprefj = 0 andprefi; =1, exchang&®
andQ.
6) Crossover positionp moves forward.
7) If cp= g, encodeindmym andindgag, and then
go to step 4.3.
8) Go to step 3).
step 4.3 Mutate.
step 5 Go to step 2.
step 6 Output the item s&j, Q5, -+, Q.

In step 3, the convergence threshold of objective
function which is defined in equatiorb) is 0.5. The
termination criterion of PGAC isMinf < 0.5 or
exceeding the maximum iteration. If this is satisfied,
PGAC will find the best item sheet for the constraints set.

Step 4.2 describes the procedure of crossover
operator. The crossover approach betwéah,,m and
indgaq plays an important role to the convergence speed in

assembling personalized test sheets for different stadengtep 29

which meet students’ preference information and learning
level. The improved crossover pattern is in favor of
assembling procedure.

The genes length of each item in timel, depends on
the bounds of the items quantiy

1) If there is a chapter which satisfies item
distribution constraint in chapter level, contains
the least items in current item set, and not be
adjusted in chapter level procedure, pick the
same number of new items with the same
difficulty and discrimination degree and state is
2 from this chapter into the test set. If there are
enough suitable items, go to step 2.

2) If there is not a suitable chapter in 1), pick the
same number of new items with the same
difficulty and discrimination degree and state is
2 from a new non-mastered chapter into the test
set.If there are enough suitable items, go to step
2.

3) If there is not a suitable chapter in 2), pick the
same number of new items with the same
difficulty and discrimination degree and state is
2 from a new mastered chapter into the test
set.If there are enough suitable items, go to step
2.

4) If there is not a suitable chapter in 3), pick the

same number of new items with the same

difficulty and discrimination degree and state is

2 from non-existing chapters corresponding

items of the test set into the test set. If there are

not enough items which state are 2, pick the
same number of new items with the same
difficulty and discrimination degree from

non-existing chapters corresponding items of
the test set into the test set.If there are enough

suitable items, go to step 2.

If the chapter is mastered and not satisfying the

9 q
constraint, random pick,/ S 5 sim.chapteg
i=1t=1

—[ﬁamer] items belong to this chapter out, and
execute the above 4)) steps.

step 3 The procedure in section hierarchy. For each section
in the final set, calculate and compare item distribution
in section level as equatio®)or equation 10), and
execute the following step 3-1step 3.2 steps.

step 3.1 If the section is not mastered and not satisfying

3.2 Item distribution processing

The procedure of item distribution processing is
conducting detection and adjustment of item distribution
on the output of itemsQ), Q;, -+, Qq in PGAC. It is
described as follows.

9 9
the constraint, random pic(/z S simsection
i=1t=1

step 1 Get the output of the final item set assembling with — | Fiseston | items belong to this section

preference information: test iter@, Qj, -+, Q. 2, Prefisection

step 2 The procedure in chapter hierarchy. For each chapter out, and execute the following 44) steps.
in the final set, calculate and compare item distribution 1) If there is a section which satisfies item
in chapter level as equatioM)(or equation §), and distribution constraint in section level, contains
execute the following step 2:1step 2.2 steps. the least items in current item set, and not be

step 2.1 If the chapter is not mastered and not satisfying adjusted in section level procedure, pick the

9 q same number of new items with the same
the constraint, random picK' 5 > simchaptef difficulty and discrimination degree and state is

_ I=1t=1 _ 2 from this section into the test set. If there are
— [ zmase—— | items belong to this chapter enough suitable items, go to step 3. '
2) If there is not a suitable section in 1), pick the

&Zl prefjchaptes
out, and execute the following 4%) steps. same number of new items with the same

© 2014 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

1660

P. Gu et. al. : An Improved Personalized Genetic Algorithm...

difficulty and discrimination degree and state is
2 from a new non-mastered section into the test
set.If there are enough suitable items, go to step
3.

3) If there is not a suitable section in 2), pick the
same number of new items with the same
difficulty and discrimination degree and state is
2 from a new mastered section into the test set.If
there are enough suitable items, go to step 3.

4) If there is not a suitable section in 3), pick the
same number of new items with the same

4) If there is not a suitable concept in 3), pick the
same number of new items with the same
difficulty and discrimination degree and state is
2 from non-existing concepts corresponding
items of the test set into the test set. If there are
not enough items which state are 2, pick the
same number of new items with the same
difficulty and discrimination degree from
non-existing concepts corresponding items of
the test set into the test set.If there are enough
suitable items, go to step 4.

difficulty and discrimination degree and state is step 4.2 If the concept is mastered and not satisfying the
2 from non-existing sections corresponding
items of the test set into the test set. If there are
not enough items which state are 2, pick the
same number of new items with the same *[ﬁncem
difficulty and discrimination degree from execute the above 4}) steps.
non-existing sections corresponding items @ftep 5 Output the final item set of IGAID.
the test set into the test set.If there are enough
suitable items, go to step 3.

step 3.2 If the section is mastered and not satisfying th

9 9
constraint, random pick,/ 3 > sim.concept
i=1t=1

| items belong to this concept out, and

In step 2-step 4, if there are not enough items with the
same difficulty and discrimination degree, the most similar
&nes would be picked to replace them.

constraint, random pick\/g E sim.section
iZ1t51
—[—3_ items belong to this section out, and 4 Experiments and evaluation
execute the above 4Y) steps.

step 4 The procedure in concept hierarchy. For each concego evaluate the performance of PGAC and IGAID, a
in the final set, calculate and compare item distributionSeries of experiments are conducted by comparing them
in concept level as equatioiy) or equation{2), and ~ With random assembling algorithm and GA. The
execute the following step 44 step 4.2 steps. termination criterion of random assembling algorithm is

step 4.1 If the concept is not mastered and not satisfyingg \diffi—diff\+§ |dis —dis|
i=1 i=1

, CJa a9 2% < 0.5 or it has been conducted
the constraint, random pic 5 3 simconcept 100 times. The objective function of GA is to calculate

i=1t=1 no. . no .
] items belong to this concept o finess ofMinf — 2, [T fi—dif Tt 3 ldis —disfy

_ {#
m_concept
> preficonceps

s=1

out, and execute the following 4}) steps. termination criterion of GA isf < 0.5.

1) If there is a concept which satisfies item  The simulation experiments are conducted on four
dlstnbutlon cons.tralntln co_ncept level, contains jtem banks. They are 6000 items, 10000 items, 20000
the least items in current item set, and not bejiems and 30000 items, respectively. These items
adjusted in concept level procedure, pick the correspond to the same knowledge hierarchy. The
same number of new items with the same ynowledge hierarchy in our experiments contains 6
difficulty and discrimination degree and state is chapters, 21 sections and 94 concepts, which come from
2 from this concept into the test set. If there are cET\.\web Evaluation Assessment System . CETV-Web
enough suitable items, go to step 4. _ Evaluation Assessment System can evaluate students’

2) If there is not a suitable concept in 1), pick the gpjjity and learing attitude. Degree of difficulty and
same number of new items with the same giscrimination of items contains 5 grades: 1.0-the lowest,
difficulty and discrimination degree and state is 2 o-the lower, 3.0-normal, 4.0-the higher, and 5.0-the
2 from a new non-mastered concept into the testhighest. The expected percentagie and bf which are

set.If there are enough suitable items, go to stefeye| of mastered concepts, sections and chapters in test
4. i . i i are set to 60%pf which represents the expected quantity

3) If there is not a suitable concept in 2), pick the ot non-mastered items is set to 60% for the reason that
same number of new items with the same ygyally 60 is a passing grade. The percenfaigean also
difficulty and discrimination degree and state is e set according to practical situation. The initialized
2 from a new mastered concept into the tEStpopuIation size is set to 40.

set.If there are enough suitable items, go to step " The simulation experiments are conducted on five

4. students named Zhao, Qian, Wu, Li, and Wang,

respectively. The experiments aim to assemble test sheets

. The

il
2% 3 1
i=1
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Table 1 Students’ mastered level in the item bank of 6000.

method in concepts is an important attribute which
influences the calculation of preference information for

Student each student in equatioB)(and equation).
Knowledge Zhao Qian Wu Li Wang
Concepts  72.34% 41.49% 80.85% 65.96% 82.98%
Sections  76.19% 9.52% 80.95% 57.14% 90.48% ) - L
Chapters  66.67% 0% 83.33% 50% 83.33% Table 5_Exper|ment r_esults of dlﬁlcu_lty an_d discrimination
degree in test assembling for students in the item bank of 6000.
V
Table 2 Students’ mastered level in the item bank of 10000. Student Random GA PGAC IGAID
Student Zhao 1.200 0.891 0.989 0.936
: : Qian 1.239 0.880 1.144 0.971
Knowledge Zhao Qian Wu Li Wang Wu 1206 0.883 0.849 0.976
Concepts  47.87% 13.83% 48.94% 64.89% 51.06% Li 1.211 0.880 1.117 1.005
Sections  14.29% 0% 23.81% 47.62% 28.57% Wang 1.159 0.898 0.837 0.916
Chapters  16.67% 0% 0% 50% 16.67%

Table 3 Students’ mastered level in the item bank of 20000.

Table 6 Experiment results of difficulty and discrimination

Student
Knowledge Zhao Qian Wu Li Wang degree in test assembling for students in the item bank of 10000.
Concepts 12.77% 5.32% 4.26% 19.15% 36.17% \
Sections  4.76% 0% 0% 0% 952%  Student  Random  GA PGAC  IGAID
Chapters 0% 0% 0% 0% 0%
Zhao 1.187 0.893 1.064 1.073
Qian 1.183 0.878 0.937 1.012
Wu 1.209 0.885 1.113 0.901
Table 4 Students’ mastered level in the item bank of 30000. Li 1.220 0.900 1.138 1.167
Student Wang 1.197 0.890 1.047 0.985
Knowledge Zhao Qian Wu Li Wang
Concepts 0% 0% 0% 1% 0%
Sections 0% 0% 0% 0% 0%
Chapters 0% 0% 0% 0% 0%
Table 7 Experiment results of difficulty and discrimination

degree in test assembling for students in the item bank of 20000.

\%

which assemble appropriate simulation test sheets with
more non-mastered items and good item distribution. All_Student  Random  GA PGAC IGAID
algorithms used in the experiments are coded in Java Zhao 1.219 0.895 0.957 1.025
Language conducted on a personal computer with Intel Qian 1.206 0.899 0.197 0.384
(R) Core (TM) 2 Duo CPU @ 2.53 GHz and 1.93 GB Wu 1.207 0.887 0.949 0.897
memory. Li 1.228 0.894 1.003 1.173

1.192 0.895 0.999 1.016

The students’ mastered level contains three aspects: Wang

the percentage of mastered concepts, the percentage of

mastered sections, and the percentage of mastered
chapters. Tabld, Table2, Table3 and Table4 describe

The simulation experiments are conducted by applying

the five students’ mastered level in the item bank whichfour algorithms 10 times for achieving the best difficulty
contains 6000 items, 10000 items, 20000 items and 3000@nd discrimination degree when assembling item sheets of
items, respectively. The values are larger mean student80 items for 5 students. The average results are adopted to

get better mastered level. For example, as Taldbows

compare these four algorithms: random assembling, GA,

that in the item bank of 10000 items, student Li has aPGAC, and IGAID.

good mastered level in concepts while student Qian has a

In Table5, Table6, Table7 and Table8, the expected

bad mastered level in concepts. Students’ learning levedifficulty and discrimination degree ofdif f,dis) are
which is different from mastered level in calculation (1.0, 1.0), (2.0, 2.0), (3.0, 3.0), (4.0, 4.0) and (5.0, 5\0)
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Table 8 Experiment results of difficulty and discrimination Table 9 Experiment results on the percentage of non-mastered
degree in test assembling for students in the item bank of 30000items in final test sheet applying random, GA and PGAC on each
student in the different item banks

\%
Student Random  GA PGAC IGAID ftem bank
Algorithm for 6000 10000 20000 30000
Zhao 1.253 0.885 0.872 0.976 students
Qian 1.243 0.892 0.893 0.924
Wu 1.181 0.876 0.907 1.030 Zhaarandom 30.13% 45.26% 56.46% 74.60%
Li 1.173 0.887 0.926 0.902 Qianrandom 50.13% 58.66% 63.53% 77.46%
Wang 1.203 0.891 0.933 1.009 Wu_random 25.53% 39.20% 58.66% 90.00%
Li_random 36.66% 36.20% 50.53% 68.66%
Wangrandom 19.80% 46.00% 49.93% 75.66%
ZhaaGA 30.93% 42.40% 54.26% 78.33%
A . . QianGA 39.46% 59.26% 64.93% 79.40%
mdlcates the average value dff f dlffe_rence plusdis WU.GA 23.80% 41.73% 56.80% 87.20%
dn‘_feren_ce |n.10 times for 5 students in every expected | s 3853% 37.26% 50.20%  69.86%
(diff,dis). diff difference between best difficulty and Wang GA 23.6%  41.53% 50.66% 77.86%
expected difficulty degree in the last test sheet is an zh50pcac 41.06% 5926% 61.93% 76.73%
absolute value. Also,dis difference between best QianPGAC 590.33% 62.60% 65.33% 78.00%
discrimination and expected discrimination degree in the wy PGAC 25.46% 58.26% 63.73% 89.66%
last test sheet is an absolute value. The smaller valde of i PGAC 54.00% 54.33% 61.33% 71.53%

indicates that the algorithm gets better experiment result wangPGAC 23.73% 59.40% 60.33% 78.73%
of difficulty and discrimination degree.

There are more items corresponding to medium
difficulty and discrimination degree. When assembling

under expected difficulty degree and discrimination gigorithm, GA and PGAC achieved in Tatare 6, 6 and

degree are (1.0, 1.0) and (5.0, 5.0), algorithms might not; 1, respectively. PGAC gets the best results in quantity of

assemble appropriate items for last final sheet. It givesyon-mastered items in the final test sheet. The items of

rise to the probability of bad final result quantity. |GAID are conducted item distribution process on the

Moreover, the average value ‘gfisn’t small. items assembled by PGAC. The quantity of non-mastered
items in the final test sheet of IGAID is almost the same
as or more than PGAC.

4.1 PGAC

To evaluate the performance of the presented PGAC, 4.2 IGAID
series of experiments are conducted by comparing it with
random assembling algorithm and GA in three aspectsTo evaluate the performance of the presented IGAID, a
final result quality, quantity of non-mastered items andseries of experiments are conducted by comparing it with
execution time. As experiment results from TaBleo random assembling algorithm, GA and PGAC in three
Table8 show, though final result quality of PGAC gets a aspects: final result quality, average percentage of good
medium position between random assembling algorithmitem distribution and execution time. As experiment
and GA, PGAC gets 4 times best result quality, and theresults from Tablés to Table8 show, final result quality
other result quality is more close to GA than random of IGAID gets a relatively medium position between
assembling algorithm. Considering random assembling algorithm and GA.
Z(prefjy, prefjp,---, prefj,---prefj) which is the Fig.l presents the average percentage of good item
preference information for studejin the fitness function  distribution in final item sheets applying by four
of PGAC would have an influence on the result quality for algorithms with selecting 30 items in different difficulty
the value oV, the variation range 0¥ is acceptable. and discrimination levels for 5 students 10 times. Though
As Table 1, Table 2, Table 3, Table 4 and Table9 the average percentages of good item distribution in final
show, random assembling algorithm might get goodtest sheets applying by random, GA and PGA are above
percentage which is above 60% when the percentage d3.9, there are excess items corresponding with the same
mastered concepts of student mastered level is smallezoncept, section or chapter in more than one final test
than 532%. GA might get good percentage which is sheet. IGAID supports good item distribution in each
above 60% when the percentage of mastered concepts assembled test sheet. As Highows, the items by using
student mastered level is smaller tharBB%. PGAC  IGAID get best item distribution in concept, section and
might get good percentage which is above 60% when thehapter than random, GA and PGAC.
percentage of mastered concepts of student mastered level Fig.2 presents the average execution time of GA,
is smaller 3617%. The good times of random assembling PGAC, and IGAID with selecting 30 items in different
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In this paper, the detection and adjustment of item
distribution in test sheet generation problem is
o formulated. PGAC and IGAID are presented. PGAC
oo , incorporates preference information of item and concept
I e into the procedure of crossover operator and heuristic
T e function to assemble more non-mastered items in final
test sheet. Based on PGAC, IGAID incorporates item
distribution into the test sheet assembling procedure to
assemble test sheets which contain more non-mastered
items and have good item distribution.

Experiment results show that PGAC can effectively
select personalized test sheet for each student. Moreover,
IGAID can effectively select personalized and good item
distribution test sheet for each student.

In our future work, different knowledge weight could
be incorporated to the procedure of item distribution
detection and adjustment. Moreover, we could consider
test sheets generation in distributed systems in the future
work.

ercentage of good item distribution

P

)
oo
© R

Fig. 1 The percentage of good item distribution in final test
sheets applying four algorithms.
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