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#### Abstract

In this paper, a class of impulsive functional differential systems is investigated. It is proved that for the asymptotic stability of the zero solution of the system considered, it is sufficient that only some components of the right-hand side of the system are bounded for unbounded values of time. For functional differential equations without impulses, similar results were proved by Burton and Makay using Lyapunov-Krasovskii functionals. The goal of this paper is to prove these criteria for a class of impulsive functional differential systems with variable impulsive perturbations applying the Lyapunov-Razumikhin technique.
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## 1 Introduction

Since the 1960s, different classes of functional differential equations (FDEs) have been object of numerous investigations related to the applications of these equations to almost every area of applied sciences $[3,5,6]$. The framework of the more than 50 years old stability theory and asymptotic behavior studies for FDEs have not lost their attraction and have been extended widely. On the other hand, many physical systems undergo abrupt changes at certain moments of time due to impulsive inputs. In terms of the mathematical treatment, the presence of pulses gives the system a mixed nature, both continuous and discrete [1, 2, 4, 7-9]. At the present time, there have appeared many results for equations with fixed moments of impulse effect. In the investigation of impulsive differential equations with variable impulsive perturbations, there arises a number of difficulties related to the phenomenon "beating" of the solutions, bifurcation, loss of the property of autonomy, etc. $[2,7,8]$. The wider application, however, of this type of equations requires the formulation of effective criteria for stability of their solutions. In the present paper, the asymptotic stability of the zero solution for a class of impulsive functional differential systems with variable impulsive perturbations is studied. For this purpose, piecewise continuous auxiliary functions are used which
are an analogue of Lyapunov functions. Moreover, the technique of investigation essentially depends on the choice of minimal subsets of a suitable space of piecewise continuous functions, by the elements of which the derivatives of Lyapunov's functions are estimated. The method is known as the Lyapunov-Razumikhin function method [6-9]. It is proved that for the asymptotic stability of the zero solution of the system considered, it is sufficient that only some components of the right-hand side of the system are bounded for unbounded values of $t$. For functional differential equations without impulses, similar results are proved by Burton and Makay [3] using Lyapunov functionals.

## 2 Prelimaries

Let $r>0, \mathbb{R}^{s}$ be the $s$-dimensional Euclidean space with norm $\|\cdot\|, t_{0} \in \mathbb{R}_{+}=[0, \infty), J \subseteq \mathbb{R}$, and $\emptyset \neq D \subseteq \mathbb{R}^{s}$. Define the following class of functions:
$\mathrm{PC}[J, D]=\{\sigma: J \rightarrow D: \sigma$ is piecewise continuous
with points of discontinuity $\tilde{t} \in J$
at which $\sigma(\tilde{t}-0)$ and $\sigma(\tilde{t}+0)$ exist
and $\sigma(\tilde{t}-0)=\sigma(\tilde{t})\}$.
Let $\mathbb{R}_{H}^{s}=\left\{x \in \mathbb{R}^{s}:\|x\|<H\right\}$. Consider the system of impulsive functional differential equations with variable

[^0]impulsive perturbations
\[

\left\{$$
\begin{align*}
& \dot{x}(t)=f\left(t, x_{t}\right)+g\left(t, x_{t}\right), \quad \dot{y}(t)=h\left(t, x_{t}, y_{t}\right),  \tag{1}\\
& t \neq \tau_{k}(x(t), y(t)), k \in \mathbb{N}, \\
& \Delta x(t)= A_{k}(x(t))+B_{k}(y(t)), \\
& t=\tau_{k}(x(t), y(t)), k \in \mathbb{N} \\
& \Delta y(t)= C_{k}(x(t), y(t)), \\
& t=\tau_{k}(x(t), y(t)), k \in \mathbb{N}
\end{align*}
$$\right.
\]

where

$$
\begin{gathered}
f:\left[t_{0}, \infty\right) \times \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right] \rightarrow \mathbb{R}^{n}, \\
g:\left[t_{0}, \infty\right) \times \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right] \rightarrow \mathbb{R}^{n}, \\
h:\left[t_{0}, \infty\right) \times \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right] \times \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right] \rightarrow \mathbb{R}^{m},
\end{gathered}
$$

and for $k \in \mathbb{N}$,

$$
\begin{gathered}
\tau_{k}: \mathbb{R}_{H}^{n} \times \mathbb{R}_{H}^{m} \rightarrow\left(t_{0}, \infty\right), \quad A_{k}: \mathbb{R}_{H}^{n} \rightarrow \mathbb{R}^{n}, \\
B_{k}: \mathbb{R}_{H}^{m} \rightarrow \mathbb{R}^{n}, \quad C_{k}: \mathbb{R}_{H}^{n} \times \mathbb{R}_{H}^{m} \rightarrow \mathbb{R}^{m}
\end{gathered}
$$

$\Delta x(t)=x(t+0)-x(t-0), \Delta y(t)=y(t+0)-y(t-0)$, and for $t \geq t_{0}, x_{t} \in \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right]$ and $y_{t} \in \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right]$ are defined by

$$
x_{t}(s)=x(t+s) \quad \text { and } \quad y_{t}(s)=y(t+s)
$$

for $-r \leq s \leq 0$, respectively. Let

$$
\varphi_{0} \in \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right] \quad \text { and } \quad \phi_{0} \in \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right]
$$

Denote by $(x, y)=\left(x\left(\cdot ; t_{0}, \varphi_{0}, \phi_{0}\right), y\left(\cdot ; t_{0}, \varphi_{0}, \phi_{0}\right)\right)$ the solution of system (1) satisfying the initial conditions

$$
\begin{cases}x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)=\varphi_{0}\left(t-t_{0}\right), & t_{0}-r \leq t \leq t_{0}  \tag{2}\\ y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)=\phi_{0}\left(t-t_{0}\right), & t_{0}-r \leq t \leq t_{0} \\ x\left(t_{0}+0 ; t_{0}, \varphi_{0}, \phi_{0}\right)=\varphi_{0}(0) \\ y\left(t_{0}+0 ; t_{0}, \varphi_{0}, \phi_{0}\right)=\phi_{0}(0)\end{cases}
$$

The solutions $(x, y)$ of system (1) are piecewise continuous functions with points of discontinuity of the first kind in which they are left continuous (see [2]), i.e., at the moments $t_{l_{k}}$ when the integral curve of the solution $(x, y)$ meets the hypersurfaces

$$
\sigma_{k}=\left\{(t, x, y) \in\left[t_{0}, \infty\right) \times \mathbb{R}_{H}^{n} \times \mathbb{R}_{H}^{m}: t=\tau_{k}(x, y)\right\}
$$

the following relations are satisfied:

$$
\begin{gathered}
x\left(t_{l_{k}}-0\right)=x\left(t_{l_{k}}\right), \\
x\left(t_{l_{k}}+0\right)=x\left(t_{l_{k}}\right)+A_{l_{k}}\left(x\left(t_{l_{k}}\right)\right)+B_{l_{k}}\left(y\left(t_{l_{k}}\right)\right), \\
y\left(t_{l_{k}}-0\right)=y\left(t_{l_{k}}\right), \\
y\left(t_{l_{k}}+0\right)=y\left(t_{l_{k}}\right)+C_{l_{k}}\left(x\left(t_{l_{k}}\right), y\left(t_{l_{k}}\right)\right) .
\end{gathered}
$$

The points $t_{k}\left(t_{0}<t_{k}<t_{k+1}\right), k \in \mathbb{N}$, are the impulsive moments. Let us note that, in general, $k \neq l_{k}$. In other words, it is possible that the integral curve of the problem under consideration does not meet the hypersurface $\sigma_{k}$ at
the moment $t_{k}$. It is clear that the solutions of systems with variable impulsive perturbations have points of discontinuity depending on the solutions, i.e., different solutions have different points of discontinuity. This leads to a number of difficulties in the investigation of such systems. One of the phenomena occurring with systems of type (1) is the so called "beating" of the solutions. This is the phenomenon when the mapping point $(t, x(t), y(t))$ meets one and the same hypersurface $\sigma_{k}$ several or infinitely many times $[2,7,8]$.

Together with system (1), we consider the impulsive system

$$
\left\{\begin{array}{l}
\dot{x}(t)=f\left(t, x_{t}\right), \quad t \neq \tau_{k}(x(t), 0), k \in \mathbb{N},  \tag{3}\\
\Delta x(t)=A_{k}(x(t)), \quad t=\tau_{k}(x(t), 0), k \in \mathbb{N} .
\end{array}\right.
$$

Let $\tau_{0}(x, y) \equiv t_{0}$ for $(x, y) \in \mathbb{R}_{H}^{n} \times \mathbb{R}_{H}^{m}$. We assume that the functions $\tau_{k}$ are continuous such that

$$
t_{0}<\tau_{1}(x, y)<\tau_{2}(x, y)<\ldots \tau_{k}(x, y) \rightarrow \infty \quad \text { as } \quad k \rightarrow \infty
$$

uniformly on $\mathbb{R}_{H}^{n} \times \mathbb{R}_{H}^{m}$. We also suppose that the functions $f, g, h, A_{k}, B_{k}$ and $C_{k}$ are smooth enough to guarantee existence, uniqueness, and continuability of the solution $(x, y)=\left(x\left(\cdot ; t_{0}, \varphi_{0}, \phi_{0}\right), y\left(\cdot ; t_{0}, \varphi_{0}, \phi_{0}\right)\right)$ of (1) and of the solution $x\left(\cdot ; t_{0}, \varphi_{0}\right)$ of (3) for each $\varphi_{0} \in \operatorname{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right], \phi_{0} \in \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right]$ and $t \geq t_{0}$. Existence and uniqueness criteria are given in [2,8], and we have not included them here.

In the remainder of this paper, we shall use the following assumptions:
( $\mathrm{A}_{1}$ ) There exists a constant $L>0$ such that

$$
\begin{gathered}
\left\|h\left(t, x_{t}, y_{t}\right)\right\| \leq L \quad \text { for } \\
\left(t, x_{t}, y_{t}\right) \in\left[t_{0}, \infty\right) \times \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right] \times \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right]
\end{gathered}
$$

$\left(\mathrm{A}_{2}\right)$ There exists a continuous function $P: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that $P(0)=0$ and

$$
\|g(t, \phi(t))\| \leq P(\|\phi(t)\|) \quad \text { for } \quad t \in\left[t_{0}, \infty\right)
$$

and any function $\phi \in \operatorname{PC}\left[[t-r, t], \mathbb{R}_{H}^{m}\right]$.
$\left(\mathrm{A}_{3}\right)$ If $x \in \mathbb{R}_{H}^{n}$ and $y \in \mathbb{R}_{H}^{m}$, then for all $k \in \mathbb{N}$,

$$
\left\|x+A_{k}(x)+B_{k}(y)\right\| \leq\|x\|
$$

and

$$
\left\|y+C_{k}(x, y)\right\| \leq\|y\| .
$$

$\left(\mathrm{A}_{4}\right)$ The integral curves of system (1) meet successively each one of the hypersurfaces $\sigma_{k}, k \in \mathbb{N}$, at most once.
( $\mathrm{A}_{5}$ ) $f(t, 0)=0, g(t, 0)=0, h(t, 0,0)=0$ for $t \in\left[t_{0}, \infty\right)$.
$\left(\mathrm{A}_{6}\right) A_{k}(0)=0, B_{k}(0)=0, C_{k}(0,0)=0$ for $k \in \mathbb{N}$.
The condition ( $\mathrm{A}_{4}$ ) guarantees the absence of the phenomenon "beating" in (1). It is clear that in this case, the integral curve of each solution of system (3) meets each of the hypersurfaces

$$
s_{k}=\left\{(t, x) \in\left[t_{0}, \infty\right) \times \mathbb{R}_{H}^{n}: t=\tau_{k}(x, 0)\right\}
$$

at most once; i.e., for system (3), the phenomenon "beating" is not observed either. We point out that efficient sufficient conditions which guarantee the absence of "beating" of the solutions of impulsive functional differential systems are given in [2].

We now introduce the following notations:

$$
\begin{aligned}
\|\varphi\|_{r}= & \sup _{t \in\left[t_{0}-r, t_{0}\right]}\left\|\varphi\left(t-t_{0}\right)\right\| \quad \text { for } \quad \varphi \in \operatorname{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right] \\
\|\phi\|_{r}= & \sup _{t \in\left[t_{0}-r, t_{0}\right]}\left\|\phi\left(t-t_{0}\right)\right\| \quad \text { for } \quad \phi \in \operatorname{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right], \\
& K=\left\{a \in \mathrm{C}\left[\mathbb{R}_{+}, \mathbb{R}_{+}\right]: a \uparrow, a(0)=0\right\}
\end{aligned}
$$

and for $k \in \mathbb{N}$,

$$
\begin{gathered}
G_{k}=\left\{(t, x, y) \in\left[t_{0}, \infty\right) \times \mathbb{R}_{H}^{n} \times \mathbb{R}_{H}^{m}:\right. \\
\left.\tau_{k-1}(x, y)<t<\tau_{k}(x, y)\right\}, \\
\Omega_{k}=\left\{(t, x) \in\left[t_{0}, \infty\right) \times \mathbb{R}_{H}^{n} \times \mathbb{R}_{H}^{m}:\right. \\
\left.\tau_{k-1}(x, 0)<t<\tau_{k}(x, 0)\right\}
\end{gathered}
$$

and

$$
G=\bigcup_{k \in \mathbb{N}} G_{k}, \quad \Omega=\bigcup_{k \in \mathbb{N}} \Omega_{k}
$$

We shall investigate the stability of the zero solution of system (1). To this end, we will use the following definitions of some stability properties of the zero solution of (1).

Definition 1. The zero solution of system (1) is said to be
(a) stable if for all $t_{0} \in \mathbb{R}_{+}$and for all $\varepsilon>0$, there exists $\delta=\delta\left(t_{0}, \varepsilon\right)>0$ such that for all

$$
\left(\varphi_{0}, \phi_{0}\right) \in \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right] \times \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right]
$$

satisfying

$$
\left\|\varphi_{0}\right\|_{r}+\left\|\phi_{0}\right\|_{r}<\delta
$$

we have

$$
\left\|x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|+\left\|y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|<\varepsilon
$$

for all $t \geq t_{0}$;
(b) uniformly stable if the number $\delta$ in (a) is independent of $t_{0} \in \mathbb{R}_{+}$;
(c) attractive if for all $t_{0} \in \mathbb{R}_{+}$, there exists $\lambda=\lambda\left(t_{0}\right)>0$ such that for all $\varepsilon>0$, for all

$$
\left(\varphi_{0}, \phi_{0}\right) \in \operatorname{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right] \times \operatorname{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right]
$$

satisfying

$$
\left\|\varphi_{0}\right\|_{r}+\left\|\phi_{0}\right\|_{r}<\lambda
$$

there exists $\gamma=\gamma\left(t_{0}, \varphi_{0}, \phi_{0}, \varepsilon\right)>0$ with

$$
\left\|x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|+\left\|y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|<\varepsilon
$$

for all $t \geq t_{0}+\gamma ;$
(d) equi-attractive if the number $\gamma$ in (c) is independent of

$$
\left(\varphi_{0}, \phi_{0}\right) \in \operatorname{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right] \times \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right] ;
$$

(e) uniformly attractive if the number $\lambda$ in (c) is independent of $t_{0} \in \mathbb{R}_{+}$and the number $\gamma$ in (c) is independent of

$$
\left(t_{0}, \varphi_{0}, \phi_{0}\right) \in \mathbb{R}_{+} \times \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right] \times \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right] ;
$$

$(f)$ asymptotically stable if it is stable and attractive;
$(g)$ equi-asymptotically stable if it is stable and equi-attractive;
(h) uniformly asymptotically stable if it is uniformly stable and uniformly attractive.

Definition 2. A function $V:\left[t_{0}, \infty\right) \times \mathbb{R}_{H}^{n} \times \mathbb{R}_{H}^{m} \rightarrow \mathbb{R}$ belongs to class $V_{0}$ provided

1. $V$ is continuous in $G$ and locally Lipschitz continuous with respect to its second and third arguments on each of the sets $G_{k}, k \in \mathbb{N}$;
2. $V(t, 0,0)=0$ for $t \in\left[t_{0}, \infty\right)$;
3. For each $k \in \mathbb{N}$ and any point $\left(t_{0}^{*}, x_{0}^{*}, y_{0}^{*}\right) \in \sigma_{k}$, there exist the finite limits

$$
\begin{aligned}
& V\left(t_{0}^{*}-0, x_{0}^{*}, y_{0}^{*}\right)=\lim _{\substack{(t, x, y) \rightarrow\left(t_{0}^{*}, x_{0}^{*}, v_{0}^{*}\right) \\
(t, x, y) \in G_{k}}} V(t, x, y), \\
& V\left(t_{0}^{*}+0, x_{0}^{*}, y_{0}^{*}\right)=\lim _{\substack{(t, x, y) \rightarrow\left(t_{0}^{*}, x_{0}^{*}, y_{0}^{*}\right) \\
(t, x, y) \in G_{k+1}}} V(t, x, y)
\end{aligned}
$$

and the equality $V\left(t_{0}^{*}-0, x_{0}^{*}, y_{0}^{*}\right)=V\left(t_{0}^{*}, x_{0}^{*}, y_{0}^{*}\right)$ holds;
4. For each $k \in \mathbb{N}$ and any $(t, x, y) \in \sigma_{k}$, we have

$$
\begin{equation*}
V\left(t+0, x+A_{k}(x)+B_{k}(y), y+C_{k}(x, y)\right) \leq V(t, x, y) \tag{4}
\end{equation*}
$$

Definition 3. A function $W:\left[t_{0}, \infty\right) \times \mathbb{R}_{H}^{n} \rightarrow \mathbb{R}$ belongs to class $W_{0}$ provided

1. $W$ is continuous in $\Omega$ and locally Lipschitz continuous with respect to its second argument on each of the sets $\Omega_{k}, k \in \mathbb{N}$;
2. $W(t, 0)=0$ for $t \in\left[t_{0}, \infty\right)$;
3. For each $k \in \mathbb{N}$ and any point $\left(t_{0}^{*}, x_{0}^{*}\right) \in s_{k}$, there exist the finite limits

$$
\begin{aligned}
W\left(t_{0}^{*}-0, x_{0}^{*}\right) & =\lim _{\substack{(t, x) \rightarrow \rightarrow\left(t_{0}^{*}, x_{0}^{*}\right) \\
(t, x) \Omega_{k}}} W(t, x), \\
W\left(t_{0}^{*}+0, x_{0}^{*}\right) & =\lim _{\substack{(t, x) \rightarrow\left(t_{0}^{*}, x_{0}^{*}\right) \\
(t, x x) \in \Omega_{k+1}}} W(t, x),
\end{aligned}
$$

and the equality $W\left(t_{0}^{*}-0, x_{0}^{*}\right)=W\left(t_{0}^{*}, x_{0}^{*}\right)$ holds.
4. For each $k \in \mathbb{N}$ and any $(t, x) \in s_{k}$, we have

$$
\begin{equation*}
W\left(t+0, x+A_{k}(x)\right) \leq W(t, x) \tag{5}
\end{equation*}
$$

Definition 4. Let $V \in V_{0}$. For $t \geq t_{0}$ with $t \neq \tau_{k}(x(t), y(t))$, $k \in \mathbb{N}$, and

$$
(\varphi, \phi) \in \mathrm{PC}\left[[t-r, t], \mathbb{R}_{H}^{n}\right] \times \mathrm{PC}\left[[t-r, t], \mathbb{R}_{H}^{m}\right]
$$

we define by

$$
\begin{gathered}
D_{(1)}^{+} V(t, \varphi(t), \phi(t))=\limsup _{\delta \rightarrow 0^{+}} \frac{1}{\delta}[-V(t, \varphi(t), \phi(t))+ \\
\left.V\left(t+\delta, \varphi(t)+\delta\left(f\left(t, \varphi_{t}\right)+g\left(t, \phi_{t}\right)\right), \phi(t)+\delta h\left(t, \varphi_{t}, \phi_{t}\right)\right)\right]
\end{gathered}
$$

the upper right-hand derivative of $V$ with respect to (1).
Note that in Definition 4, $D_{(1)}^{+} V(t, \varphi(t), \phi(t))$ is a functional whereas $V$ is a function. This special feature was a source of difficulties in the application of the second method of Lyapunov for functional differential equations. Using simple considerations, Razumikhin [6] proved that the derivative $D_{(1)}^{+} V(t, \varphi(t), \phi(t))$ should be estimated only by the elements of minimal subsets of the integral curves of the investigated system when the condition

$$
\begin{equation*}
V(t+s, \varphi(t+s), \phi(t+s))<V(t, \varphi(t), \phi(t)), s \in[-r, 0) \tag{6}
\end{equation*}
$$

holds. The condition (6) is called the Razumikhin condition, and the corresponding technique is known as Razumikhin technique [6-9].

Analogously, one can define the upper right-hand derivative $D_{(3)}^{+} W(t, \varphi(t))$ for an arbitrary function $W \in W_{0}$ for $t \geq t_{0}, t \neq \tau_{k}(x(t), 0), k \in \mathbb{N}$ and $\varphi \in \mathrm{PC}\left[[t-r, t], \mathbb{R}_{H}^{n}\right]$, which will be estimated whenever

$$
\begin{equation*}
W(t+s, \varphi(t+s))<W(t, \varphi(t)), s \in[-r, 0) . \tag{7}
\end{equation*}
$$

Let $t_{k}<t_{k+1}, k \in \mathbb{N}$, be the moments in which the integral curve $\left(t, x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right), y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right)$ of the problem (1), (2) meets the hypersurfaces $\sigma_{k}, k \in \mathbb{N}$. In the proof of the main results, we shall use the following lemma.

Lemma 1(See [8]). Assume that the function $V \in V_{0}$ is such that the inequality

$$
D^{+} V_{(1)}(t, \varphi(t), \phi(t)) \leq 0
$$

is valid for $t \in\left[t_{0}, \infty\right), t \neq t_{k}, k \in \mathbb{N}$, and any functions $(\varphi, \phi) \in \operatorname{PC}\left[[t-r, t], \mathbb{R}_{H}^{n}\right] \times \operatorname{PC}\left[[t-r, t], \mathbb{R}_{H}^{m}\right]$ for which (6) is true. Then, for $t \geq t_{0}$,

$$
\begin{aligned}
& V\left(t, x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right), y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right) \\
& \leq V\left(t_{0}+0, \varphi_{0}(0), \phi_{0}(0)\right)
\end{aligned}
$$

## 3 Main Results

Theorem 1. Assume the following.

1. Conditions $\left(A_{1}\right)-\left(A_{6}\right)$ hold.
2. There exist functions $V \in V_{0}$ and $a, c \in K$ such that

$$
\begin{align*}
& a(\|x\|+\|y\|) \leq V(t, x, y) \\
& \quad \text { for all } \quad(t, x, y) \in\left[t_{0}, \infty\right) \times \mathbb{R}_{H}^{n} \times \mathbb{R}_{H}^{m} \tag{8}
\end{align*}
$$

and the inequality

$$
\begin{equation*}
D_{(1)}^{+} V(t, \varphi(t), \phi(t)) \leq-c(\|\phi(t)\|) \tag{9}
\end{equation*}
$$

is valid for any $t \in\left[t_{0}, \infty\right), t \neq \tau_{k}(\varphi(t), \phi(t)), k \in \mathbb{N}$, and any functions

$$
(\varphi, \phi) \in \operatorname{PC}\left[[t-r, t], \mathbb{R}_{H}^{n}\right] \times \operatorname{PC}\left[[t-r, t], \mathbb{R}_{H}^{m}\right]
$$

that satisfy (6).
3. There exist functions $W \in W_{0}$ and $a_{1}, c_{1} \in K$ and $a$ constant $d>0$ such that

$$
\begin{equation*}
a_{1}(\|x\| \|) \leq W(t, x) \tag{10}
\end{equation*}
$$

for all $(t, x) \in\left[t_{0}, \infty\right) \times \mathbb{R}_{H}^{n}$,

$$
\begin{equation*}
\left|W\left(t, x_{1}\right)-W\left(t, x_{2}\right)\right| \leq d\left\|x_{1}-x_{2}\right\| \tag{11}
\end{equation*}
$$

for all $t \in\left[t_{0}, \infty\right)$ and $x_{1}, x_{2} \in \mathbb{R}_{H}^{n}$, and the inequality

$$
\begin{equation*}
D^{+} W_{(3)}(t, \varphi(t)) \leq-c_{1}(W(t, \varphi(t))) \tag{12}
\end{equation*}
$$

is valid for any $t \in\left[t_{0}, \infty\right), t \neq \tau_{k}(\varphi(t), 0) k \in \mathbb{N}$, and any function $\varphi \in \operatorname{PC}\left[[t-r, t], \mathbb{R}_{H}^{n}\right]$ that satisfies (7).
Then the zero solution of system (1) is asymptotically stable.

Proof. Let $\varepsilon \in(0, H)$ and $t_{0} \in \mathbb{R}_{+}$. From the condition $V\left(t_{0}, 0,0\right)=0$ and the properties of the function $V$, it follows that there exists a constant $\delta=\delta\left(t_{0}, \varepsilon\right)>0$ such that if $\|x\|+\|y\|<\delta$, then

$$
\sup _{\|x\|+\|y\|<\delta} V\left(t_{0}+0, x, y\right)<a(\varepsilon) .
$$

Let $\left(\varphi_{0}, \phi_{0}\right) \in \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right] \times \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right]$ be such that

$$
\left\|\varphi_{0}\right\|_{r}+\left\|\phi_{0}\right\|_{r}<\delta
$$

and let $(x, y)=\left(x\left(\cdot ; t_{0}, \varphi_{0}, \phi_{0}\right), y\left(\cdot ; t_{0}, \varphi_{0}, \phi_{0}\right)\right)$ be the solution of problem (1), (2). Since all conditions of Lemma 1 are met, we have

$$
\begin{aligned}
V\left(t, x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right), y\left(t ; t_{0}, \varphi_{0}\right.\right. & \left.\left., \phi_{0}\right)\right) \\
& \leq V\left(t_{0}+0, \varphi_{0}(0), \phi_{0}(0)\right)
\end{aligned}
$$

for all $t \in\left[t_{0}, \infty\right)$. On the other hand,

$$
\left\|\varphi_{0}(0)\right\|+\left\|\phi_{0}(0)\right\| \leq\left\|\varphi_{0}\right\|_{r}+\left\|\phi_{0}\right\|_{r}<\delta
$$

and hence $V\left(t_{0}+0, \varphi_{0}(0), \phi_{0}(0)\right)<a(\varepsilon)$. From (8), (4) and the last inequality, we find
$a\left(\| x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\|+\| y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right) \|\right)\right.$

$$
\begin{aligned}
& \leq V\left(t, x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right), y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right) \\
& \leq V\left(t_{0}+0, \varphi_{0}(0), \phi_{0}(0)\right) \\
& <a(\varepsilon)
\end{aligned}
$$

which implies that

$$
\left\|x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|+\left\|y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|<\varepsilon
$$

for all $t \geq t_{0}$. This implies that the zero solution of system (1) is stable. Then we can choose a number $\lambda=\lambda\left(t_{0}\right)>0$ such that if

$$
\left\|\varphi_{0}\right\|_{r}+\left\|\phi_{0}\right\|_{r}<\lambda
$$

then

$$
\left\|x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|+\left\|y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|<H
$$

for any $t \geq t_{0}$. We shall prove that in this case

$$
\begin{equation*}
\lim _{t \rightarrow \infty} y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)=0 \tag{13}
\end{equation*}
$$

If we suppose that (13) is not true, then for some $\varepsilon_{0}$, there exists a sequence $\left\{\xi_{R}\right\}_{R=1}^{\infty} \in\left[t_{0}, \infty\right)$ tending to $\infty$ for $R \rightarrow$ $\infty$ such that $\left\|y\left(\xi_{R}\right)\right\| \geq \varepsilon_{0}$ for all $R \in \mathbb{N}$. If $t_{k}, k \in \mathbb{N}$, are the moments in which the integral curve of the solution $\left(x\left(\cdot ; t_{0}, \varphi_{0}, \phi_{0}\right), y\left(\cdot ; t_{0}, \varphi_{0}, \phi_{0}\right)\right)$ meets the hypersurfaces $\sigma_{k}$, $k \in \mathbb{N}$, then for $t \neq t_{k}$, by $\left(\mathrm{A}_{1}\right)$, we obtain

$$
\begin{equation*}
\left|\frac{\mathrm{d}}{\mathrm{~d} t}\|y(t)\|\right| \leq\|\dot{y}(t)\|=\| h(t, x(t), y(t) \| \leq L \tag{14}
\end{equation*}
$$

We shall prove that

$$
\|y(t)\| \geq \varepsilon_{0} / 2 \quad \text { for } \quad t \in\left[\xi_{R}-\left(\varepsilon_{0} / 2 L\right), \xi_{R}\right]=J_{R}
$$

In fact, let $0 \leq \xi_{R}-t \leq \varepsilon_{0} / 2 L$. Integrating (14) from $t$ to $\xi_{R}$, we obtain

$$
\int_{t}^{\xi_{R}} \frac{\mathrm{~d}}{\mathrm{~d} \tau}\|y(\tau)\| \mathrm{d} \tau \leq L\left(\xi_{R}-t\right) \leq \frac{\varepsilon_{0}}{2}
$$

On the other hand, each interval $J_{R}, R \in \mathbb{N}$, contains a finite number of the points $\left\{t_{k}\right\}$. Assume, for instance, that these are the points $t_{s}, t_{s+1}, \ldots, t_{s+p}$. Then by $\left(\mathrm{A}_{3}\right)$, we obtain

$$
\begin{aligned}
\int_{t}^{\xi_{R}} \frac{\mathrm{~d}}{\mathrm{~d} \tau}\|y(\tau)\| \mathrm{d} \tau= & \int_{t}^{t_{s}} \frac{\mathrm{~d}}{\mathrm{~d} \tau}\|y(\tau)\| \mathrm{d} \tau \\
& +\sum_{j=s+1}^{s+p} \int_{t_{j-1}}^{t_{j}} \frac{\mathrm{~d}}{\mathrm{~d} \tau}\|y(\tau)\| \mathrm{d} \tau \\
& +\int_{t_{s+p}}^{\xi_{R}} \frac{\mathrm{~d}}{\mathrm{~d} \tau}\|y(\tau)\| \mathrm{d} \tau \\
= & \left\|y\left(t_{s}-0\right)\right\|-\|y(t+0)\| \\
& +\sum_{j=s+1}^{s+p}\left[\left\|y\left(t_{j}-0\right)\right\|-\left\|y\left(t_{j-1}+0\right)\right\|\right] \\
& +\left\|y\left(\xi_{R}-0\right)\right\|-\left\|y\left(t_{s+p}+0\right)\right\| \\
\geq & \left\|y\left(\xi_{R}\right)\right\|-\|y(t)\| .
\end{aligned}
$$

Therefore,

$$
\varepsilon_{0}-\|y(t)\| \leq\left\|y\left(\xi_{R}\right)\right\|-\|y(t)\| \leq \int_{t}^{\xi_{R}} \frac{\mathrm{~d}}{\mathrm{~d} \tau}\|y(\tau)\| \mathrm{d} \tau \leq \frac{\varepsilon_{0}}{2}
$$

whence we deduce that $\|y(t)\| \geq \varepsilon_{0} / 2$. If we choose a suitable subsequence of the sequence $\left\{\xi_{R}\right\}$ (which we again denote by $\left\{\xi_{R}\right\}$ ), then we can assume that the intervals $J_{R}$ do not intersect one another and $t_{0}<\xi_{1}-\left(\varepsilon_{0} / 2 L\right)$. Then, from (9), we deduce that

$$
D_{(1)}^{+} V(t, \varphi(t), \phi(t)) \leq-c\left(\varepsilon_{0} / 2\right)
$$

in the intervals $J_{R}$ and

$$
D_{(1)}^{+} V(t, \varphi(t), \phi(t)) \leq 0
$$

for the remaining values of $t$ for which $t \neq \tau_{k}(\varphi(t), \phi(t))$, $k \in \mathbb{N}$, and whenever

$$
V(t+s, \varphi(t+s), \phi(t+s))<V(t, \varphi(t), \phi(t))
$$

for $s \in[-r, 0)$. Integrating and applying (4), we obtain

$$
\begin{aligned}
& V\left(\xi_{R}, x\left(\xi_{R}\right), y\left(\xi_{R}\right)\right) \leq V\left(t_{0}+0, \varphi_{0}(0), \phi_{0}(0)\right) \\
& -c\left(\frac{\varepsilon_{0}}{2}\right) \frac{\varepsilon_{0}}{L} R \rightarrow-\infty \quad \text { as } \quad R \rightarrow \infty
\end{aligned}
$$

which contradicts (8). Hence, (13) holds. Next we shall prove that

$$
\begin{equation*}
w(t)=W(t, x(t)) \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty \tag{15}
\end{equation*}
$$

Applying (11), we obtain

$$
D^{+} W_{(1)}(t, \varphi) \leq D^{+} W_{(3)}(t, \varphi)+d\|g(t, \phi)\|
$$

for $t \in\left[t_{0}, \infty\right), t \neq \tau_{k}(\varphi, \phi), k \in \mathbb{N}$, and for

$$
\varphi \in \operatorname{PC}\left[[t-r, t], \mathbb{R}_{H}^{n}\right], \quad \phi \in \operatorname{PC}\left[[t-r, t], \mid R_{H}^{m}\right] .
$$

Hence, by (12) and ( $\mathrm{A}_{2}$ ), we have

$$
\begin{equation*}
D^{+} W_{(1)}(t, \varphi(t)) \leq-c_{1}(W(t, \varphi(t)))+d P(\|\phi(t)\|) \tag{16}
\end{equation*}
$$

for $t \in\left[t_{0}, \infty\right), t \neq \tau_{k}(\varphi(t), \phi(t)), k \in \mathbb{N}$,

$$
\varphi \in \operatorname{PC}\left[[t-r, t], \mathbb{R}_{H}^{n}\right], \quad \phi \in \operatorname{PC}\left[[t-r, t], \mathbb{R}_{H}^{m}\right],
$$

and whenever $W(t+s, \varphi(t+s))<W(t, \varphi(t)), s \in[-r, 0)$. We set

$$
\limsup _{t \rightarrow \infty} w(t)=\alpha, \quad \liminf _{t \rightarrow \infty} w(t)=\beta
$$

If we assume that $\alpha>\beta$, then for an arbitrarily small number $\mu>0$, we can find sequences $q_{n}>p_{n} \rightarrow \infty$ for $n \rightarrow \infty$ such that

$$
w\left(p_{n}\right)=\beta+\mu, \quad w\left(q_{n}\right)=\alpha-\mu
$$

and $\beta+\mu<w(t)<\alpha-\mu$ for $p_{n}<t<q_{n}$. Since the function $P$ is continuous, $P(0)=0$, and $\lim _{t \rightarrow \infty} y(t)=0$, there exists $v \in \mathbb{N}$ such that for $n \geq v$ and $t \geq p_{n}$, we have

$$
P(\|\phi(t)\|) \leq \frac{c_{1}(\beta+\mu)}{d}
$$

Then, from (16), we find

$$
D^{+} W_{(1)}(t, \varphi(t)) \leq-c_{1}(\beta+\mu)+d \frac{c_{1}(\beta+\mu)}{d}=0
$$

for $n \geq v$ and $t \in\left(p_{n}, q_{n}\right), t \neq \tau_{k}(\varphi(t), \phi(t))$, which together with (5) yields $w\left(p_{n}\right) \geq w\left(q_{n}\right)$. Hence $\beta+\mu \geq \alpha-\mu$, which contradicts the assumption that $\alpha>\beta$. This shows that there exists the limit

$$
\lim _{t \rightarrow \infty} W(t, x(t))=\sigma \geq 0
$$

If we assume now that $\sigma>0$, then we can find a number $T>0$ such that

$$
\frac{\sigma}{2} \leq W(t, \phi(t)) \leq \frac{3 \sigma}{2}
$$

and

$$
P(\|\phi(t)\|) \leq \frac{1}{2 d} c_{1}\left(\frac{\sigma}{2}\right)
$$

for all $t \geq T$. Then, applying (16) again, we obtain

$$
\begin{aligned}
D^{+} W_{(1)}(t, \varphi(t)) & \leq-c_{1}\left(\frac{\sigma}{2}\right)+d \frac{1}{2 d} c_{1}\left(\frac{\sigma}{2}\right) \\
& =-\frac{1}{2} c_{1}\left(\frac{\sigma}{2}\right)<0
\end{aligned}
$$

for $t \geq T$, so that by virtue of (5), through an integration, we get

$$
W(t, x(t))=W(T, x(T))-\frac{1}{2} c_{1}\left(\frac{\sigma}{2}\right)(t-T) \rightarrow-\infty
$$

as $t \rightarrow \infty$, which contradicts (10). Hence (15) holds. Thus, by (10), we obtain that

$$
\lim _{t \rightarrow \infty} x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)=0
$$

Taking into account that $\lim _{t \rightarrow \infty} y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)=0$, we conclude that the zero solution of system (1) is attractive. This completes the proof.

Theorem 2. Let the conditions of Theorem 1 be satisfied and let a function $b \in K$ exist such that

$$
\begin{equation*}
V(t, x, y) \leq b(\|x\|+\|y\|),(t, x, y) \in\left[t_{0}, \infty\right) \times \mathbb{R}_{H}^{n} \times \mathbb{R}_{H}^{m} \tag{17}
\end{equation*}
$$

Then the zero solution of system (1) is uniformly stable and equi-asymptotically stable.
Proof. Let $\varepsilon \in(0, H)$. Choose $\delta=\delta(\varepsilon)>0$ so that $b(\delta)<$ $a(\varepsilon)$. Let

$$
\left(\varphi_{0}, \phi_{0}\right) \in \operatorname{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right] \times \operatorname{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right]
$$

be such that

$$
\left\|\varphi_{0}\right\|_{r}+\left\|\phi_{0}\right\|_{r}<\delta
$$

and let $(x, y)=\left(x\left(\cdot ; t_{0}, \varphi_{0}, \phi_{0}\right), y\left(\cdot ; t_{0}, \varphi_{0}, \phi_{0}\right)\right)$ be the solution of problem (1), (2). As in Theorem 1, we prove that

$$
\begin{aligned}
& a\left(\| x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\|+\| y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right) \|\right)\right. \\
& \leq V\left(t, x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right), y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right) \\
& \leq V\left(t_{0}+0, \varphi_{0}(0), \phi_{0}(0)\right)
\end{aligned}
$$

for $t \geq t_{0}$. From the above inequalities and (17), we get the inequalities

$$
\begin{aligned}
& a\left(\| x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\|+\| y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right) \|\right)\right. \\
& \leq V\left(t_{0}+0, \varphi_{0}(0), \phi_{0}(0)\right) \\
& \leq b\left(\left\|\varphi_{0}(0)\right\|+\left\|\phi_{0}(0)\right\|\right) \\
& \leq b\left(\left\|\varphi_{0}\right\|_{r}+\left\|\phi_{0}\right\|_{r}\right) \\
& <b(\delta)<a(\varepsilon)
\end{aligned}
$$

from which it follows that

$$
\left\|x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|+\left\|y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|<\varepsilon \quad \text { for } \quad t \geq t_{0}
$$

This proves the uniform stability of the zero solution of system (1). We can prove the equi-attractivity of the zero solution of system (1) by arguments analogous to those in the proof of Theorem 1.

Theorem 3. Let the conditions of Theorem 2 be fulfilled and let a function $b_{1} \in K$ exist such that

$$
\begin{equation*}
W(t, x) \leq b_{1}(\|x\|),(t, x) \in\left[t_{0}, \infty\right) \times \mathbb{R}_{H}^{n} \tag{18}
\end{equation*}
$$

Then the zero solution of system (1) is uniformly asymptotically stable.

Proof. From Theorem 2, it follows that the zero solution of system (1) is uniformly stable. Hence, for any $\varepsilon \in(0, H]$, there exists $\delta=\delta(\varepsilon)>0, \delta<\varepsilon$, so that if

$$
\left(\varphi_{0}, \phi_{0}\right) \in \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right] \times \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right]
$$

is such that

$$
\left\|\varphi_{0}\right\|_{r}+\left\|\phi_{0}\right\|_{r}<\delta
$$

then

$$
\left\|x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|+\left\|y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|<\varepsilon
$$

for all $t \geq t_{0}$. Now we shall prove that the zero solution of system (1) is uniformly attractive. Choose $\delta_{1}=\delta_{1}(\varepsilon)>0$ so that $\delta_{1}(\varepsilon)<\delta / 2$ and

$$
\begin{equation*}
P(\eta)<\frac{1}{2 d} c_{1}\left(a_{1}\left(\frac{1}{2} \delta\right)\right) \quad \text { for } \quad 0 \leq \eta \leq \delta_{1} \tag{19}
\end{equation*}
$$

where $d$ is the Lipschitz constant for the function $W$. Let, moreover, $T_{1}=T_{1}(\varepsilon)>0$ and $T_{2}=T_{2}(\varepsilon)>0$ be such that

$$
\begin{equation*}
T_{1}(\varepsilon)>\frac{b(H)-a\left(\delta_{1} / 2\right)}{c\left(\delta_{1} / 2\right)} \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{2}(\varepsilon)>\frac{2\left[b_{1}(H)-a_{1}(\delta / 2)\right]}{c_{1}\left(a_{1}(\delta / 2)\right)} \tag{21}
\end{equation*}
$$

Let $v \in \mathbb{N}$ be such that

$$
\begin{equation*}
b(H)-(v-1) \frac{\delta_{1} c\left(\delta_{1} / 2\right)}{2 L}<0 \tag{22}
\end{equation*}
$$

Let $t_{0} \in \mathbb{R}_{+}$,

$$
\left(\varphi_{0}, \phi_{0}\right) \in \operatorname{PC}\left[[-r, 0], \mathbb{R}_{H}^{n}\right] \times \mathrm{PC}\left[[-r, 0], \mathbb{R}_{H}^{m}\right]
$$

be such that

$$
\left\|\varphi_{0}\right\|_{r}+\left\|\phi_{0}\right\|_{r}<\delta
$$

and let $(x, y)=\left(x\left(\cdot ; t_{0}, \varphi_{0}, \phi_{0}\right), y\left(\cdot ; t_{0}, \varphi_{0}, \phi_{0}\right)\right)$ be the solution of problem (1), (2). Assume that for all $t \in\left(t_{0}, t_{0}+T_{1}\right]$, the inequality $\|y(t)\| \geq \delta_{1} / 2$ holds. Then from (9), we obtain

$$
\begin{equation*}
D_{(1)}^{+} V(t, \varphi(t), \phi(t)) \leq-c(\|\phi(t)\|) \leq-c\left(\frac{\delta_{1}}{2}\right) \tag{23}
\end{equation*}
$$

for $t \in\left(t_{0}, t_{0}+T_{1}\right], t \neq \tau_{k}(\varphi(t), \phi(t)), k \in \mathbb{N}$, and for

$$
(\varphi, \phi) \in \operatorname{PC}\left[[t-r, t], \mathbb{R}_{H}^{n}\right] \times \operatorname{PC}\left[[t-r, t], \mathbb{R}_{H}^{m}\right]
$$

satisfying (6). Integrating (23) from $t_{0}$ to $t_{0}+T_{1}$ and using (4), (8), (20), we obtain

$$
\begin{aligned}
a\left(\frac{\delta_{1}}{2}\right) & \leq a\left(\left\|\varphi\left(t_{0}+T_{1}\right)\right\|+\left\|\phi\left(t_{0}+T_{1}\right)\right\|\right) \\
& \leq V\left(t_{0}+T_{1}, \varphi\left(t_{0}+T_{1}\right), \phi\left(t_{0}+T_{1}\right)\right) \\
& \leq V\left(t_{0}+0, \varphi_{0}(0), \phi_{0}(0)\right)-T_{1} c\left(\frac{\delta_{1}}{2}\right) \\
& <b(H)-c\left(\frac{\delta_{1}}{2}\right) \frac{b(H)-a\left(\delta_{1} / 2\right)}{c\left(\delta_{1} / 2\right)} \\
& =a\left(\frac{\delta_{1}}{2}\right)
\end{aligned}
$$

The contradiction obtained shows that there exists $\xi_{1} \in\left(0, t_{0}+T_{1}\right]$ such that $\left\|y\left(\xi_{1}\right)\right\|<\delta_{1} / 2$. We shall prove that if for any $t \in\left[\xi_{1}, t_{0}+T_{1}+T_{2}\right]$, the inequality $\|y(t)\|<\delta_{1}$ holds, then there exists $\xi_{2} \in\left[\xi_{1}, t_{0}+T_{1}+T_{2}\right]$ such that $\left\|x\left(\xi_{2}\right)\right\|<\delta / 2$. Indeed, suppose that this is not true, i.e., for any $t \in\left[\xi_{1}, t_{0}+T_{1}+T_{2}\right]$, we have $\|x(t)\| \geq \delta / 2$. Then, by (12), ( $\mathrm{A}_{2}$ ), (19), and (10), we obtain

$$
\begin{align*}
D^{+} W_{(1)}(t, \varphi(t)) & \leq D^{+} W_{(3)}(t, \varphi(t))+d\|g(t, \phi(t))\| \\
& \leq-c_{1}(W(t, \varphi(t)))+d P(\|\phi(t)\|) \\
& \leq-c_{1}\left(a_{1}(\|\varphi(t)\|)\right)+\frac{1}{2} c_{1}\left(a_{1}\left(\frac{\delta}{2}\right)\right) \\
& \leq-\frac{1}{2} c_{1}\left(a_{1}\left(\frac{\delta}{2}\right)\right) \tag{24}
\end{align*}
$$

for $t \in\left[\xi_{1}, t_{0}+T_{1}+T_{2}\right], \quad t \neq \tau_{k}(\varphi(t), \phi(t)), k \in \mathbb{N}$. Integrating (24) from $\xi_{1}$ to $t_{0}+T_{1}+T_{2}$ and using (10), (5), (18), and (21), we obtain
$a_{1}\left(\frac{\delta}{2}\right) \leq a_{1}\left(\left\|\varphi\left(t_{0}+T_{1}+T_{2}\right)\right\|\right)$

$$
\begin{aligned}
& \leq W\left(t_{0}+T_{1}+T_{2}, \varphi\left(t_{0}+T_{1}+T_{2}\right)\right) \\
& \leq W\left(\xi_{1}+0, \varphi_{0}\left(\xi_{1}\right)\right) \\
& \quad-\frac{1}{2} c_{1}\left(a_{1}\left(\frac{\delta}{2}\right)\right)\left(t_{0}+T_{1}+T_{2}-\xi_{1}\right) \\
& \leq W\left(\xi_{1}+0, \varphi_{0}\left(\xi_{1}\right)\right)-\frac{1}{2} c_{1}\left(a_{1}\left(\frac{\delta}{2}\right)\right) T_{2} \\
&< b_{1}(H)-\frac{1}{2} c_{1}\left(a_{1}\left(\frac{\delta}{2}\right)\right) \frac{2\left[b_{1}(H)-a_{1}(\delta / 2)\right]}{c_{1}\left(a_{1}(\delta / 2)\right)} \\
&= a_{1}\left(\frac{\delta}{2}\right)
\end{aligned}
$$

The contradiction obtained shows that there exists $\xi_{2} \in\left[\xi_{1}, t_{0}+T_{1}+T_{2}\right]$ such that $\left\|x\left(\xi_{2}\right)\right\|<\delta / 2$. Then we have

$$
\left\|x\left(\xi_{2}\right)\right\|+\left\|y\left(\xi_{2}\right)\right\|<\frac{\delta}{2}+\delta_{1}<\delta
$$

and from the uniform stability, it follows that $\|x(t)\|+\|y(t)\|<\varepsilon$ for $t>\xi_{2}$. Hence $\|x(t)\|+\|y(t)\|<\varepsilon$ for $t \geq t_{0}+T_{1}(\varepsilon)+T_{2}(\varepsilon)$. Now, let us suppose that that there exists $\xi_{3} \in\left[\xi_{1}, t_{0}+T_{1}+T_{2}\right]$ for which $\left\|y\left(\xi_{3}\right)\right\| \geq \delta_{1}$ and let

$$
\xi_{5}=\inf \left\{t \in\left[\xi_{1}, t_{0}+T_{1}+T_{2}\right]:\|y(t)\| \geq \delta_{1}\right\}
$$

If $\xi_{5}=\tau_{R}\left(x\left(\xi_{5}\right), y\left(\xi_{5}\right)\right)$ for some $R \in \mathbb{N}$, then $\left\|y\left(\xi_{5}+0\right)\right\|=\delta_{1}$ and $\left\|y\left(\xi_{5}\right)\right\|<\delta_{1}$. But then, from ( $\mathrm{A}_{3}$ ), we obtain that

$$
\begin{aligned}
\left\|y\left(\xi_{5}+0\right)\right\| & =\left\|y\left(\xi_{5}\right)+C_{R}\left(x\left(\xi_{5}\right), y\left(\xi_{5}\right)\right)\right\| \\
& \leq\left\|y\left(\xi_{5}\right)\right\|<\delta_{1}
\end{aligned}
$$

The contradiction obtained shows that $\left\|y\left(\xi_{5}\right)\right\|=\delta_{1}$ and $\xi_{5} \neq \tau_{k}\left(x\left(\xi_{5}\right), y\left(\xi_{5}\right)\right)$ for $k \in \mathbb{N}$. Using again ( $\mathrm{A}_{3}$ ), we obtain that there exists $\xi_{4}$ with

$$
\xi_{1}<\xi_{4}<\xi_{5}<t_{0}+T_{1}+T_{2}
$$

such that $\xi_{4} \neq \tau_{k}\left(x\left(\xi_{4}\right), y\left(\xi_{4}\right)\right)$ for $k \in \mathbb{N},\left\|y\left(\xi_{4}\right)\right\|=\delta_{1} / 2$ and $\delta_{1} / 2<\|y(t)\|<\delta_{1}$ for $t \in\left(\xi_{4}, \xi_{5}\right)$. From assumption ( $\mathrm{A}_{1}$ ), it follows that $(\mathrm{d} / \mathrm{d} t)\|y(t)\| \leq L$ for $t \neq \tau_{k}(x(t), y(t))$, $k \in \mathbb{N}$, so that, as in the proof of Theorem 1, we obtain that $\xi_{5}-\xi_{4} \geq \delta_{1} / 2 L$. From the choice of $\xi_{5}$, it is clear that

$$
V(s, \varphi(s), \phi(s))<V(t, \varphi(t), \phi(t))
$$

for $\xi_{4} \leq s \leq \xi_{5}$. Then from (9), we have

$$
\begin{equation*}
D_{(1)}^{+} V(t, \varphi(t), \phi(t)) \leq-c(\|\phi(t)\|) \leq c\left(\frac{\delta_{1}}{2}\right) \tag{25}
\end{equation*}
$$

for $t \in\left[\xi_{4}, \xi_{5}\right], t \neq \tau_{k}(\varphi(t), \phi(t)), k \in \mathbb{N}$. Integrating (25) and using (4), we obtain

$$
\begin{aligned}
& V\left(\xi_{5}, \varphi\left(\xi_{5}\right), \phi\left(\xi_{5}\right)\right) \\
& \leq V\left(\xi_{4}, \varphi\left(\xi_{4}\right), \phi\left(\xi_{4}\right)\right)-c\left(\frac{\delta_{1}}{2}\right)\left(\xi_{5}-\xi_{4}\right) \\
& \leq V\left(\xi_{4}, \varphi\left(\xi_{4}\right), \phi\left(\xi_{4}\right)\right)-c\left(\frac{\delta_{1}}{2}\right) \frac{\delta_{1}}{2 L}
\end{aligned}
$$

Thus we have proved that if $\left\|\varphi_{0}\right\|_{r}+\left\|\phi_{0}\right\|_{r}<\delta$, then exactly one of the following two cases is possible:

1. $\left\|x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|+\left\|y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|<\varepsilon$ for

$$
t \geq t_{0}+T_{1}+T_{2}
$$

2. There exist $\xi_{4}$ and $\xi_{5}$ with

$$
t_{0}<\xi_{4}<\xi_{5}<t_{0}+T_{1}+T_{2}
$$

such that

$$
\begin{aligned}
V\left(\xi_{5}, \varphi\left(\xi_{5}\right),\right. & \left.\phi\left(\xi_{5}\right)\right) \\
& \leq V\left(\xi_{4}, \varphi\left(\xi_{4}\right), \phi\left(\xi_{4}\right)\right)-c\left(\frac{\delta_{1}}{2}\right) \frac{\delta_{1}}{2 L}
\end{aligned}
$$

In the same way, we can prove that exactly one of following two possiblities takes place:

1. $\left\|x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|+\left\|y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|<\varepsilon$ for

$$
t \geq t_{0}+2\left[T_{1}+T_{2}\right]
$$

2. There exist $\xi_{9}$ and $\xi_{10}$ with

$$
t_{0}+T_{1}+T_{2}<\xi_{9}<\xi_{10}<t_{0}+2\left[T_{1}+T_{2}\right]
$$

such that

$$
\begin{aligned}
& V\left(\xi_{10}, \varphi\left(\xi_{10}\right), \phi\left(\xi_{10}\right)\right) \\
& \quad \leq V\left(\xi_{9}, \varphi\left(\xi_{9}\right), \phi\left(\xi_{9}\right)\right)-c\left(\frac{\delta_{1}}{2}\right) \frac{\delta_{1}}{2 L}
\end{aligned}
$$

By induction, we can prove that if $\left\|\varphi_{0}\right\|_{r}+\left\|\phi_{0}\right\|_{r}<\delta$, then we have exactly one of the following two cases:

1. $\left\|x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|+\left\|y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|<\varepsilon$ for

$$
t \geq t_{0}+(n-1)\left[T_{1}+T_{2}\right]
$$

2. There exist $\xi_{5 n-1}$ and $\xi_{5 n}$ with

$$
t_{0}+(n-1) T_{1}+T_{2}<\xi_{5 n-1}<\xi_{5 n}<t_{0}+n\left[T_{1}+T_{2}\right]
$$

such that

$$
\begin{aligned}
& V\left(\xi_{5 n}, \varphi\left(\xi_{5 n}\right), \phi\left(\xi_{5 n}\right)\right) \\
& \quad \leq V\left(\xi_{5 n-1}, \varphi\left(\xi_{5 n-1}\right), \phi\left(\xi_{5 n-1}\right)\right)-c\left(\frac{\delta_{1}}{2}\right) \frac{\delta_{1}}{2 L}
\end{aligned}
$$

If for any positive integer $n \geq v$ the second case holds, then, using

$$
\xi_{5(n-1)}<t_{0}+(n-1)\left[T_{1}+T_{2}\right]<\xi_{5 n-1}
$$

(9), and (22), we obtain
$V\left(\xi_{5 v}, \varphi\left(\xi_{5 v}\right), \phi\left(\xi_{5 v}\right)\right.$
$\leq V\left(\xi_{5 v-1}, \varphi\left(\xi_{5 v-1}\right), \phi\left(\xi_{5 v-1}\right)\right)-c\left(\frac{\delta_{1}}{2}\right) \frac{\delta_{1}}{2 L}$
$\leq V\left(\xi_{5(v-1)}, \varphi\left(\xi_{5(v-1)}\right), \phi\left(\xi_{5(v-1)}\right)\right)-c\left(\frac{\delta_{1}}{2}\right) \frac{\delta_{1}}{2 L}$

$$
\begin{aligned}
\leq & V\left(\xi_{5(v-1)-1}, \varphi\left(\xi_{5(v-1)-1}\right), \phi\left(\xi_{5(v-1)-1}\right)\right) \\
& -c\left(\frac{\delta_{1}}{2}\right) \frac{2 \delta_{1}}{2 L}
\end{aligned}
$$

$\leq \ldots$
$\leq V\left(\xi_{4}, \varphi\left(\xi_{4}\right), \phi\left(\xi_{4}\right)\right)-c\left(\frac{\delta_{1}}{2}\right) \frac{(v-1) \delta_{1}}{2 L}<0$,
which contradicts (8). Therefore, for

$$
t \geq t_{0}+v\left[T_{1}(\varepsilon)+T_{2}(\varepsilon)\right]
$$

we have

$$
\left\|x\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|+\left\|y\left(t ; t_{0}, \varphi_{0}, \phi_{0}\right)\right\|<\varepsilon .
$$

This completes the proof.

## 4 An Example

Let $x, y \in \mathbb{R}$ and $r>0$. Consider the impulsive system

$$
\left\{\begin{align*}
& \dot{x}(t)=- p x(t)+q x(t-r)+q y(t)  \tag{26}\\
& t \neq \tau_{k}(x(t), y(t)), k \in \mathbb{N}, \\
& \dot{y}(t)=-q x(t)+p \sup _{s \in[-r, 0]} y(t+s)-\frac{p}{q} y(t), \\
& t \neq \tau_{k}(x(t), y(t)), k \in \mathbb{N}, \\
& \Delta x(t)= a_{k} x(t), \quad \Delta y(t)=b_{k} x(t), \\
& t=\tau_{k}(x(t), y(t)), k \in \mathbb{N},
\end{align*}\right.
$$

where $q>0, p>0$, and for $k \in \mathbb{N}, a_{k}, b_{k} \in(-1,0]$ and

$$
\tau_{k}(x(t), y(t))=x^{2}(t)+y^{2}(t)+k
$$

Then $\tau_{k} \in \mathrm{C}\left[\mathbb{R}^{2},(0, \infty)\right]$ for $k \in \mathbb{N}, \tau_{k}(x, y) \rightarrow \infty$ as $k \rightarrow \infty$ uniformly on $(x, y) \in \mathbb{R}^{2}$, and also

$$
0<\tau_{k}(x, y)<\tau_{k+1}(x, y) \quad \text { for } \quad(x, y) \in \mathbb{R}, k \in \mathbb{N} .
$$

Together with system (26), we consider the system

$$
\left\{\begin{align*}
\dot{x}(t)=- & p x(t)+q x(t-r),  \tag{27}\\
& t \neq \tau_{k}(x(t), 0), k \in \mathbb{N}, \\
\Delta x(t)= & a_{k} x(t) \\
& t=\tau_{k}(x(t), 0), k \in \mathbb{N}
\end{align*}\right.
$$

Let $\varphi_{0}, \phi_{0} \in \mathrm{C}[[-r, 0], \mathbb{R}]$ and define

$$
V(t, x, y)=x^{2}+y^{2} \quad \text { and } \quad W(t, x)=x^{2} .
$$

Let $q \leq p$. Then for $t \geq 0$ and for any $\varphi, \phi \in \operatorname{PC}[[t-r, t], \mathbb{R}]$ such that

$$
V(t+s, \varphi(t+s), \phi(t+s))<V(t, \varphi(t), \phi(t))
$$

for $s \in[-r, 0)$, we have
$D_{(26)}^{+} V(t, \varphi(t), \phi(t))$

$$
\begin{aligned}
= & -2 p \varphi^{2}(t)+2 q \varphi(t) \varphi(t-r) \\
& +2 p \phi(t) \sup _{s \in[-r, 0]} \phi(t+s)-2 \frac{p}{q} \phi^{2}(t) \\
\leq & \left.q\left[\varphi^{2}(t)+\varphi^{2}(t-r)\right]+p\left[\phi^{2}(t)+\sup _{s \in[-r, 0]} \phi(t+s)\right)^{2}\right] \\
& -2 p \varphi^{2}(t)-2 \frac{p}{q} \phi^{2}(t) \\
\leq & 2 p\left[\varphi^{2}(t)+\phi^{2}(t)\right]-2 p \varphi^{2}(t)-2 \frac{p}{q} \phi^{2}(t) \\
= & -2 p\left(\frac{1}{q}-1\right) \phi^{2}(t)
\end{aligned}
$$

for $t \neq \tau_{k}(\varphi(t), \phi(t))$. Also,

$$
\begin{aligned}
D_{(27)}^{+} W(t, \varphi(t)) & =-2 p \varphi^{2}(t)+2 q \varphi(t) \varphi(t-r) \\
& \leq-2 p \varphi^{2}(t)+q\left[\varphi^{2}(t)+\varphi^{2}(t-r)\right] \\
& <2(-p+q) \varphi^{2}(t)
\end{aligned}
$$

for $t \geq 0$ and for any $\varphi \in \mathrm{PC}[[t-r, t], \mathbb{R}]$ such that

$$
W(t+s, \varphi(t+s))<W(t, \varphi(t)), s \in[-r, 0) .
$$

For $t=\tau_{k}(x(t), y(t)), k \in \mathbb{N}$, we have

$$
V\left(t+0, x(t)+a_{k} x(t)+b_{k} y(t)\right) \leq V(t, x(t), y(t)),
$$

and for $t=\tau_{k}(x(t), 0), k \in \mathbb{N}$, we have

$$
W\left(t+0, x(t)+a_{k} x(t)\right) \leq W(t, x(t)) .
$$

If there exists a constant $\alpha>0$ such that

$$
\frac{1}{q}-1 \geq \alpha>0
$$

then all conditions of Theorem 3 are satisfied, and then the zero solution of (26) is uniformly asymptotically stable.
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