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Abstract: Interval number is a useful tool to handle the uncertainty brought byamufactors in multi-criteria decision-making
(MCDM) process. When faced with MCDM problems in real-world, theestp may be uncomfortable giving precise upper and
lower bounds of the interval ratios on multi-criteria. Based on the recgbjadgment matrices given by the experts through pairwise
comparisons, the satisfaction degree of the multiple alternatives on siitgléon is defined and the interval ratios was elicited by
a linear programming model. The TOPSIS and VIKOR methods are esdiewith interval number and algorithmic E-VIKOR and
E-TOPSIS methods are proposed. Finally, a numerical example kingaindirect-fire weapon system alternative is given and a
comparative experimental study is carried out based on the expepso@al judgment matrices generated by Monte Carlo simulation.
The result illustrates the feasibilities and distinctive features of the two algadtimethods.
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1 Introduction given as follows 4,5]: (1) elementary approaches,
including Lexicographic method, weighted sum,
Disjunctive method, Conjunctive methods and Maxi-min
method; (2) the single synthesizing criterion methods,
including multi-attribute value theory (MAVT),TOPSIS,
simple multi-attribute rating technique (SMART),UTA
(utility theory additive), MAUT (multi-attribute utility
theory), EVAMIX,AHP (analytical hierarchy process),
Fuzzy maxi-min and Fuzzy weighted sum; (3) the
outranking synthesizing methods, including
PROMETHEE, ELECTRE, ORESTE ,MELCHIOR and
REGIME; and (4) the mixed methods, including Fuzzy

Multi-Criteria Decision-Making (MCDM), also called as
Multi-Criteria analysis, is often applied in the
decision-making with multiple objectives in the field of
Operations Research,P, 3]. Especially, these objectives
are conflicting with each other under the preference
structure supplied by the decision-maker. The
fundamentals of MCDM can be described as follod |
(1) construction of evaluation criteria related with
decision-making goals for the alternatives; (2) genenatio
of alternatives for achieving the decision-making goalS;con'unctive method Fuzzv  disiunctive method
(3) computation of the alternatives value by the value U,JALIFLEX d Mart I' dz y Jth d '
functions for multiple criteria; (4) application of a Q and Martel and ~aras method.
normalized Multi-Criteria Analysis (MAC) methods; (5) As a commonly used classical MCDM method with
searching the optimal alternative as the final cardinal information, TOPSIS accounts for a ratio scale
decision-making result; (6) if the final alternative is on the multiple criteria given by the experts as AHP
unacceptable, multi-criteria optimization process ismatrix [6]. In TOPSIS, the importance weights of
necessary to be carried out. multiple criteria and the judgment ratios of alternatives
There are many literatures correlate with the MCDM under multiple criteria are given by crisp values, and both
problems and the techniques for these problems inveights and ratios are normalized into indices without
various applications12,3,4,5,6,7,8,9]. These methods dimensions for the consequential aggregatiéh [The
were divided into four categories by Guitoni and Martel main principle of TOPSIS is that the optimal alternatives
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should has the shortest distance from the positive ideateciprocal judgment matrices generated by Monte Carlo
solution (PIS) and the farthest distance from the negativesimulation.

ideal solution (NIS), and from the distances of which the  The rest of the paper is organized as follows. Section
preference order ranking of the alternatives was derive® presents the elicitation of interval probability from
for the final decision-making2]. In the recent research, reciprocal judgment matrix by pairwise comparisons. The
TOPSIS method is widely used in various fields, extended VIKOR with interval numbers for MCDM,
including material selection?], energy project 4], and E-VIKOR and its algorithmic process are given in Section
supply chain management8][ and achieved a lot. 3. The extended TOPSIS with interval numbers for
However, an obvious drawback of TOPSIS is that it only MCDM, E-TOPSIS and its algorithmic process are given
focuses on the distances of the criteria value from the PISn Section 4. An illustrative numerical example examines
and NIS without the relative importance of these the two algorithmic methods and clarifies the main
distances. As one feasible and applicable method texperimental results. Conclusions and future work are
implement within MCDM, the VIKOR approach was drawn in Section 6.

introduced ] for multi-criteria optimization problem of

complex alternatives and received a broad acceptance.

Based on conflicting and different dimensions criteria, ST : s
VIKOR method compares the closeness of all the2 Elicitation of interval probability from

alternatives with ideal alternative and performs aremproc_al judgment matrix by pairwise
compromise ranking with mutual concessions. comparisons
Because of the different normalization methods and

different aggregation functions used by the TOPSIS andn this section, Alternative Satisfaction Level (ASL) is
VIKOR methods, a detailed and in-depth comparativeproposed to indicate the comparative satisfaction level of
analysis of the original TOPSIS and VIKOR was carried the alternative with multi-criteria, which has two
out by Opricovic and Tzengl]. Besides, TOPSIS and components: an alternative and a certain criterion, its
VIKOR are examined as two different MCDM methods expression is given as a function with two parameters.

by Reza Raei for some observation data samples fro efinition 1. Alternative Satisfaction Level (ASL),
Tehran Stock Exchange to search for an appropriat

. . R - denoted asASL(S,Cy), is an index indicating the
?I(t;;g?tswe mg]éth?)ﬁsldazs th%ese}gggf gethﬁgpw'tthhejudgment ratio of an alternatives, on a criterion,Cy,

decision-maker decide the optimal projects when the alternative is checked and measured in the

choosing process by the experts.
developmental strategyl(]. For TOPSIS and VIKOR . .
method, the importance weights of multiple criteria and __5ecause of the unavoidable uncertainty of the

the judgment ratios of alternatives under multiple créeri pre_d|ct|on with limited |nformat|on,A_SL(§,Cu) IS an
are difficult to be given by crisp values for the experts estimated value, based on the experiential knowledge of

when little information for judgment is available. experts. It can be denoted as an interval number as

: : : : - follows:

Handling the uncertainty by interval number is receiving B
conside?able attention by the recent researchers. The ASL(§,Cy) = [Licu 7|-tcu+] 1)
Extended VIKOR method for decision making problem Cut
with interval numbers by M. K. Sayadl ] is compared whergﬂhe uppgr and lower boun.dsk_ﬂ_(s,cl.]). arel™
with the extended TOPSIS method proposed byanst , restricted by the following inequalities:
Jahanshahlod] in obtaining the compromise solution. c

However, in fact, Camerer and Webek?] suggest 0<L <Lt <1 2
that an expert may be uncomfortable giving such precise
upper and lower bounds of the interval ratios on It is clear thatAS (S,Cy) € [0,1]. If L™ = L&,
multi-criteria. Yager and Kreinovich proposed3 a  AS.(S,C,) degenerates into a real number. And the
formulation to obtain the upper and lower bounds of thecenter and width of the interval probabilithS(S,Cy)
interval ratios in a statistical method. Moreover, Gad][  are respectively defined as followsd:
studied the Linear programming model for estimating and
combining interval ratios based on pairwise subjective -1l oc- o+
comparisons of the possibilities of the events. M(ASL(S,Cu)) = E(Lt +L) )

The contributions of this paper are summarized as

follows: based on the reciprocal Judgment matrices given W(AS(S,Cl)) = wa _ Lth (4)
by the experts with regard to the satisfaction degree of the
multiple alternatives on single criterion, the intervaiaoa Considering that there akgk < m) alternatives in a set

are elicited by a linear programming model. The TOPSISof candidate alternatives' = {S,t =1,2,...,m}, having
and VIKOR methods are extend for MCDM problems the corresponding functions to satisfy a certain critgrion
with interval number and algorithmic E-VIKOR and C,. For all thek alternatives, there are interval probability
E-TOPSIS methods are examined by the expertssetsASL(SC,)* containingk elements
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ASL(S,Cy)* = {ASL(S,Cu) = [LT, L1, VELEY LR L L e
t=12Kmu=12K,n} (5) LT LS AL LS L <

11
which represent all the possiblaSL(S,C,) of the (11)

candidate alternatives with the requirement for capahilit vt : L+ L7 + .+ LT + L) P+t Lt
Cy. Therefore, Definition 2 is given as follow%4,16,17: > LIC“’ JrI_clzu+ +-~~+'-t71 '-tc+”1 ...+Lf,f“+ >1

Definition 2. ForvLE € [L& ™, LS F), there is an equation,

K o hold.
=1 Thus,
Theorem 1. The interval setASL(SC,)* satisfies L+ L3 L LY L <1
Definition 5 if and only if, the following conditions hold Cut Cut Cut
[14,18] SLO LT LT LT LT (12)
Clearly, there exists Li*~ < Liv < L%,
L L o LT L L h ed_{t_l,z,.s..,k}, h # t, which satisfies the above
CIvt=12.. Kk ©) condition. So,
L+ LS o LT L et
S1vt=12... k ZL?“+ (k—1)(LP +L3 4L ) <k

Proof: The sufficient condition: If Definition 2 holds, that
roo e sufficient condition efinition 2 holds, tha <ZLL (k1) LC“++LC“+ -+LEU+) (13)

is,
k k : . o
ZL?U _lel< ZLLFU <1 7 Which we can translate into the following:
. Kook
Then we have ZLI (k—l):k—ZLtN:)ZLt =1 (14)
= & =
Cy Cu— C Cu— Cu—
VL Lt AL LT L This proves that Definition 2 is a sufficient condition

SLFU+L(1?U+'.. LtCu |_CulJr +|_Cu:1’ (8)  of Theorem 1.

Cu | | Cut Cut Cut Definition 3. The First-Ignorance cASL(S C,)* denoted
VL LS L L e L asI1(ASL(S Cy)*), is defined by the sum of the width of

> L L L AL L =1, the intervals as followsl{4, 18]:
Since
HASL(SGUY) =1 3 WASL(S. )
| *) == ,
L € Lo L] (©) ( D=,
It is easy to check and see that 1K _
= - )
LT LS o L LS L =
<1Vt=12. . K (10) Similar definitions and theorems have been used in the
7 T literature [L6,17] as the constraints and operations of the
L L+ LT L+ et interval probability.
>1vt=1,2,... .k When there is little information available for the

experts to predictSSL(S,Cy), a precise estimation of
This proves that Definition 2 is a sufficient condition L&~ andL™* is difficult to achieve. In fact, an expert is

of Theorem 1. more comfortable stating a personal preference towards a
The necessary condition: If Theorem 1 holds, set of alternatives by means of pairwise comparison and
According to Eq. {) determining which one has more possibility to satisfy a

certain criterion. Wang 19 introduces a goal
Lf“‘ < LtCu < Ltq“r programming model to obtain interval weights from
imprecise preference in MCDA. Guadl4] elicits the
Then we havel4] interval-valued probabilities, based on a linear and
© 2014 NSP
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quadratic programming model from subjective pairwise  Next, we have & x k comparison matribA(C,) with
comparisons for the likelihood among several events. Theegard to k alternatives, which can satisfy a certain
First ignorance model based on linear programmingcriterion,Cy, requirement as followslf, 18]:

approach is employed in this study to minimize the

imprecision of pairwise comparisons. L 1 aiz s Ak
- - . a e
Considering the pairwise comparison process for each A(Cj)kxk = /_ 12 . _2k (16)
pair of candidate alternatives in a finite &t= {§,t = : : o
1,2,...,m}, the possible judgment score from experts on 1/ag 1/ap -+ 1

alternative§ andS, (t,h e N*,t,h < m) is denoted as,

which is an integer numbe [9]. Assumption 2. Even if there are multiple experts, there

is only onek x k comparison matriXA(C,) for a certain
criterion, Cy, which represents the integrated preference
information after a conference discussion.

The interval ratio ASL(S,Cy)/ASL(S,,Cy) can be

The possible judgments scores calculated by interval arithmetic as follow$4, 20]:

A ath
| ol _ 11 Cu= /] Cut | Cu+t / Cu—
S; is most likely to S‘(S’CU)/AS‘(S‘”CU) - [Ll /Lh 7Lt /Lh ]17
satisfy with a certaint” 8 . . L ( . )
criterion than S, S Is much more Assumption 3.[14,20,21] the given pairwise comparison
The "‘kely to satisfy ap should belong to thg estimated interval ratio
with a certain ASL(S7CU)/ASL(S17CU>’ that is
Stis a little likely to 6 criterion than Sy,
A I & A € [LE /L L /L) ®)
) L/ <an<LPLRT (19)
L1(Z:U7 - athl—cu+ S Oa
= St is fairly likely to = LCu+ _ at L%r >0, (20)
St and Sh have the “ssatisfy with a certain LC“_
same possibility to 2 criterion than Sh
satisfy with a certain | . wheree is a very small positive real number.
criterion I To determine the interval seASL(S C,)* with the

smallest First ignorance (Definition 3), obtaining the
interval probabilities from the expert opinion can be

Fig. 1: The possible judgment score axes and the explanations ogerived by the following optimization model4, 18]:

the scores
min ASL (LSt —
T AT = Z
As shown in Fig.1, as, = 1 represents tha&g and §, S“_gzﬁ + LCu b4 Lcul Jr|_c:ul +o+ LCu <1

have the same possibility to satisfy a certain criterion,
ah = 3 indicates tha§ is more likely to satisfy a certain =12..k
criterion than$,, an = 5 means thag is a little more LS~ +|_§u+ + --~+'-tci'f + LC“{ +. o+ |_Cu+ >1,
likely to satisfy a certain criterion tha®,, a;, = 7 denotes
that § is much more likely to satisfy a certain criterion t=12,....k
than S, and whenay, = 9, S is most likely to satisfy a L™ —athLﬁ” <0 VY(t=12....kh>t),
certain criterion. The other numbers 2, 4, 6 and 8 are used ¢, . Cue B
analogically. Additionally, an assumption must be noted L' —amly 20 V(t=12....kh>t),
to explain the relationship betweey, anday; [14,18]. LIC“’ >e Vt=12...k

Cut Cu— _
Assumption 1. The comparison resultgy, and ay hold L =L 20 vt=12.. .k (1)
the conditionasy x any = 1.

This means that when an expert makes a comparisor3 The algorithmic E-VIKOR method with
it is not possible that in the first comparisd, will be Interval numbers for MCDM
more likely to satisfy a certain criterion th&, but in the
second,S, and § have the same possibility to satisfy a The interval numbers are often considered as a useful tool
certain criterion. when determining the precise values of the criteria is of
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difficulty or impossibility. Therefore, the fundamental of ij ( ) ZWJ < *- )
the extended VIKOR with interval numbers for solving f f

the MCDM problems has studied by some researcigrs [ (25b)
10,11]. We extend the recent methods to E-VIKOR with
the possibility degree of interval numbers. At first, we

assume that a ratios matrix on multiple criteria with Step 3: Calculation of intervalQ = [Q-,QVY] in the
interval numbers is formulated as: following formulation: b

C1 C2 Cn L e
St [k ) [ - [Hh Y] Q=v(X ) @ (BERY) (ea)
SZ [éLla g] [sztza f{} Jan, jU (22) <X _X> (R —R>

: . : . U yex U _ R
S (. 0] [P 0l (15, 181 QP:V(ff_ﬁ*)Hl—A)(Ef_R*) (26b)

W = [w1,Wo, L, Wp] where

whereS,, S, ..., Sy are candidate alternatives for decision N T
makers to choos&;;,C,, ... ,C, are multiple criteria with X = mimx X = miax>qU
which all the alternatives performance can be measured, R — minRiL R — maxRi’U
fij is the ratio of an alternativ§ with respect to criterion [ ’ i

: - Low: i
Cj and its upper and lower bounds dfandfjj. w; is the In general, it is supposed that= 0.5 and it represents

weight of criterionC;. : u o taria?
The algorithmic E-VIKOR method with interval the strétegy vv_mght of "the majority O,f criteria. .
numbers is comprised of the following ste@s10]: Step 4:Selection of the best alternative that has minimum

Qi, a new method for comparison of interval numbers as
follows [10,11]:

Let Q = [Q-, QY] andQ = [QF, Q] be two interval

Step 1:ldentification of the PIS and NIS.

S ={ff,... f}= {(maxf lj e1)or(minfl|jed)} numbers that the decision-makers have to choose
i minimum one between them.
(23a) WhenQ- = QY andQ- = @Y, that is, both interval
_ numbersQ; andQ; are exact real numbers, then we can
S ={ff,....fi}= {(mmf lje )or(mafo|JeJ)} have 2] !
(23b) _
where the criteria are divided into two types, benefit 1 ifQ>Q
criteria and cost criteria, which are indicated by index PQ=>Q) =1 1/2if Q= (27)
andJ, respectively. It is clearly the®" is the PIS ands~ 0 IfQ<Q

represents NIS.
Step 2: Calculation of intervalgRb, RY] and [x-, V], i

177

WhenQV = QF = Q andQY # Qk, we can have

1,2,....m
1 Q> Qf
u VA AN o (T e PQ=Q)= Qu QL ifQr<Q <’ (28)
R~ = maxq w; ot )JG s Wj f—tr ’JG 0 if Q< Qt
i=1,...,m (24a) WhenQY # Q- and QY = QF =Q, p(Q > Q) is

formulated as

* U *
P = maxg wj fi = ’jel,wj =) ‘jEJ
fy—f fi—f} 1 if QF > Q

i=1...m (24b) PQi > Q) = Qu Sifot<as=q’ (29
0 if QY < Q
Generally, the most common case is ti@git # Q-
Nl N andQY # Qt, then, the two interval numberg; andQ,
% _Je Wi fj*_fj— +JE Wij fj—_fj* are shown in Fig.2 [22]. It is easily to see that a

shadowed rectangle with two parts divided by straight
line y = x, marked ass ands , respectively, in different

© 2014 NSP
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colors. It is formed by four peakéQ-,Qh), (QH QV), Based on the ratios matrix on multiple criteria with
(QY,Qh) and (Q¥,QY). s s and s represent the interval numbers given by Eql4), the normalized values
corresponding area in the Fig, respectively. The area of 4{j and4;] can be calculated as follows][

the whole rectangle is The area thay > x belongs to the

areas and the rest area . ]
AL =1, / f.J 1Y) (32a)

A
y
U =7
Q AUfo/ Z +(fY2, (32b)
s st ji=1...mi=1,.
o' B B
S
It_clearly that the normalized interval number
x [A,LJ,A,LJ’] is originated from interval numbeffs, f/].
o or 07 > Beyond all doubt, the normalized interval number

[Af5,41] is belonging to rang 0, 1].

Fig. 2: The relationship between two general interval numbers Step 6: Construction of the interval weighted normalized
judgment matrix.
Let us take the different weight of each criterion into
Definition 4. Let Q = [QF, QY] and Q = [QF,QV] and consideration. The elements of a weighted normalized

QiU 4 QiL and QY # QF, then the definition of the interval judgment matrix can be given as follows§]:

possibility degree of); > Q; can be given as follows: \7ILJ — WjA_i'],j =1,...,ni=1,...,m (33a)
s
PQ=Q) =g (30) W=wal,j=1..ni=1..m (33b)
n
wheres = (Q —Qr)(Q —Qr). _ wherew; is the weight of the criterior andy wj = 1.
Consequentially, the possibility degree @f > Q; is ]
derived by the formulationi[1, 22]: Step 7: Identification of negative ideal solution and
g positive ideal solution.
p(Q>Q) == (31 As a consequence, the negative ideal solution and

positive ideal solution can be identified & [

Step 5: According to the degree of possibility of all the
Qi, we assume that the acceptable degree is above 0.5 ands" = Vi, Vi = {(m,aX\'/H|j el), (min\TiLj\j €J)},
a ranking of all the alternatives. ! ! (34a)

S = {Vy ooV} = {(min¥|j € 1), (maxii] ] € )},
(34b)
where the criteria are divided into two types, benefit
criteria and cost criteria, which are indicated by index
andJ, respectively.
Step 8: Calculation of the distance of each alternative
from negative ideal solution and positive ideal solution,

4 The algorithmic E-TOPSIS method with
Interval numbers for MCDM

The algorithmic E-TOPSIS method with Interval numbers

for MCDM is proposed in this sectiori]3,7,8,9].

Step 1: Identification and construction of evaluation

criteria for all the alternatives according to the .
respectively.

decision-making Goals. Based on the n-dimensional Euclidean distance, the
Step 2: Generation of alternatives for achieving the gistance of each alternative from the negative ideal
decision-making goals; solution is formulated asi[3]:

Step 3: Computation of the alternatives ratios in interval

number by the value functions on multiple criteria; 1

2
Step 4:ldentification of the weights of multiple criteria. . — — .
Step 5: Construction of the interval judgment matrix and

the interval normalized judgment matrix. (35a)
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Table 1: Reciprocal judgment matrix 0By
S S S S S S S S S Sio
S 1 21 2.1 2.1 315 315 315 945 945 945
S 0525 1 1.05 1.05 1575 1575 1575 4725 4725 4725
S3 0.525 1.05 1 1.05 1575 1575 1575 4.725 4.725 4.725
S 0525 1.05 1.05 1 1575 1575 1575 4725 4725 4725
S 0.35 0.7 0.7 0.7 1 1.05 105 315 315 3.5
S 0.35 0.7 0.7 0.7 1.05 1 105 315 315 315
S 0.35 0.7 0.7 0.7 1.05 1.05 1 315 315 3.5
S  0.1167 0.2333 0.2333 0.2333 035 035 0.35 1 1.05 1.05
S 01167 0.2333 0.2333 0.2333 035 035 035 1.05 1 1.05
S o 0.1167 0.2333 0.2333 0.2333 035 035 035 1.05 105 1
Table 2: Reciprocal judgment matrix d@
S S S S S S S S S S
S 1 11 11 1.1 3.3 3.3 3.3 99 99 99
S 1.1 1 11 1.1 3.3 3.3 3.3 99 99 99
S 1.1 1.1 1 1.1 3.3 33 3.3 99 99 99
S 1.1 1.1 11 1 3.3 3.3 3.3 99 99 99
S 0.3667 0.3667 0.3667 0.3667 1 1.1 11 33 33 33
S 0.3667 0.3667 0.3667 0.3667 1.1 1 11 33 33 33
S; 0.3667 0.3667 0.3667 0.3667 1.1 1.1 1 33 33 33
S 0.1222 0.1222 0.1222 0.1222 0.3667 0.3667 0.3667 1 1.1 11
S 0.1222 0.1222 0.1222 0.1222 0.3667 0.3667 0.3667 1.1 1 1.1
Sip 0.1222 0.1222 0.1222 0.1222 0.3667 0.3667 0.3667 1.1 11 1
Table 3: Reciprocal judgment matrix o0z
S S S S S S S S S S
S 1 1.05 1.05 1.05 4.2 4.2 4.2 8.4 8.4 8.4
S 1.05 1 1.05 1.05 4.2 4.2 4.2 84 84 84
S 1.05 1.05 1 1.05 4.2 4.2 4.2 84 84 84
S 1.05 1.05 1.05 1 4.2 4.2 4.2 84 84 84
S 0.2625 0.2625 0.2625 0.2625 1 105 105 21 21 21
S 0.2625 0.2625 0.2625 0.2625 1.05 1 105 21 21 21
S; 0.2625 0.2625 0.2625 0.2625 1.05 1.05 1 21 21 21
% 0.1313 0.1313 0.1313 0.1313 0.525 0.525 0.525 1 1.05 1.05
S 01313 0.1313 0.1313 0.1313 0.525 0.525 0.525 1.05 1 1.05
Spp 0.1313 0.1313 0.1313 0.1313 0.525 0.525 0.525 1.05 1.05 1

Meanwhile, the distance of each alternative from theStep 10:Ranking all the alternatives in a preference order
positive ideal solution is formulated as:

1
2

according to the value of closeness coefficient.

It can be seen that with the value Rf approaching to
1, the alternative§ is becoming to be closer t8" and

&= { s -are g @-aef

i=1....m farther from S~. Therefore, we can use the closeness
coefficientR; to rank all the alternatives and determine
(35b)  which one is the optimal alternative for the

Step 9: Calculation of the closeness coefficient of each decision-making goals.
alternative to positive ideal solution.

Once the value oﬂj+ and dj* is obtained for each _ _
alternative, a closeness coefficient can be calculated frof® Numerical Experiment and Results
them to help the decision-makers rank all the alternatives.

The closeness coefficient of the alternatSewith 51 Experiment description
respect tB5" is defined asj]

Based on the scenario carried out by Jusad),[ the

R=d /(d"+d),i=1,..,m (36) illustrative example, demonstrates the application of the
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Table 4: Reciprocal judgment matrix 0@y
S S S S S S S S S S

S 1 3.3 3.3 3.3 2.2 2.2 2.2 9.9 9.9 9.9
S 0.3667 1 11 11 0.7333 0.7333 0.7333 3.3 3.3 3.3
S 0.3667 11 1 11 0.7333 0.7333 0.7333 3.3 3.3 3.3
S 0.3667 11 11 1 0.7333 0.7333 0.7333 3.3 3.3 3.3
S 0.55 1.65 1.65 1.65 1 11 11 495 495 495
S 0.55 1.65 1.65 1.65 11 1 11 495 495 4.95
S 0.55 1.65 1.65 1.65 11 11 1 495 495 495
S 0.1222 0.3667 0.3667 0.3667 0.2444 0.2444 0.2444 1 11 1.1
S 0.1222 0.3667 0.3667 0.3667 0.2444 0.2444 0.2444 1.1 1 11
S0 0.1222 0.3667 0.3667 0.3667 0.2444 0.2444 0.2444 1.1 11 1

Table 5: The Interval normalized decision matrix
CIlL CIR C2L C2R C3L C3R C4L C4R
0.1372 0.1372 0.1041 0.1041 0.1029 0.1029 0.1402 0.1402
0.0653 0.0653 0.0947 0.0947 0.098 0.098 0.0425 0.0467
0.0622 0.0653 0.0861 0.0947 0.0934 0.098 0.0425 0.0467
0.0622 0.0653 0.0861 0.0947 0.0934 0.098 0.0425 0.0467
0.0415 0.0435 0.0287 0.0316 0.0233 0.0245 0.0637 0.0637
0.0415 0.0435 0.0287 0.0316 0.0233 0.0245 0.0579 0.0637
0.0415 0.0435 0.0287 0.0316 0.0233 0.0245 0.0579 0.0637
0.0138 0.0145 0.0096 0.0105 0.0117 0.0123 0.0129 0.0142
0.0138 0.0145 0.0096 0.0105 0.0117 0.0123 0.0129 0.0142
0.0138 0.0145 0.0096 0.0105 0.0117 0.0123 0.0129 0.0142

LPLLPLPLYPYPL

proposed E-VIKOR and E-TOPSIS Algorithmic Methods Table2, Table3 and Table4).The weights of four criteria
with Interval Numbers for weapon system alternative are given as the same valwe, = wp, = wz = wy = 0.25
selection. The goal of the case study is to analyze and

assess which indirect fire systems would be the optimal

system alternative by supporting the future mechanized

infantry forces to fulfill a series of capabilities. 5.2 Results analysis and discussion

More specifically, the candidate weapon system

alternatives indexed by = 1,2,...,10 are a variety of The jnterval normalized decision matrix is shown in
unmanned vehicles, intelligence and reconnaissanCgaple 5 however, some ratios are precise point values,
alternatives, information alternatives, command andgq, example, the upper and lower bounds of the ratio of
control alternatives and indirect (or direct) fire alternativeS; with respect to criterioi€; ~ C4 are equal
alternatives, denoted by a Sel, to each other. PIS and NIS computed by E-VIKOR is
S ={59%%5,%5,% %,S0 }. With regard to  gjyen in Table6 and Table7 shows thes andR, interval
the capability requirement2fl], the weapon systems nympers.Q interval numbers is shown in Tab and
portfolio should meet with four capability requirements in Tgp1e 9 shows The degree of possibility of all ti@ by
future operations. The four criteria are given as thecomparison. The final result of the alternatives ranking by
required four capabilities for the weapon system g.y|KOR is listed in Tablel0. S, and S both rank the
alternative  decision-making  goals, mdexelcli_ by top and the worst three alternatives SeSy andSo.
i o s gence ™ 1 e nomatze et s
y s i . L E-TOPSIS is shown in Tablell Distance of eac
and Decision capabilityds) and Action capability Cs). alternative from the positive idea solution and negative

idea solution by E-TOPSIS are given in Tablg and
The experts are requested to given four reciprocalTable13. Closeness coefficient and ranking by E-TOPSIS
judgment matrices by pairwise comparison of all theare shown in Tablel4. The final ranking order of the
alternative with regard to four capability, respectively. alternatives determined by E-TOPSIS is clear and
Monte Carlo method is employed to generate acceptablélistinctive.S, ranks the top and in the bottom lags. &
consistency reciprocal judgment matri€cR < 0.1) to and S rank near to the top and the worst three
simulate the judgments from the experts. (See Tdble alternatives ar&;, Ss andSs.
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Table 6: PIS and NIS computed by E-VIKOR
ClLCIR C2LC2R C3LC3R C4LC4R
fix 0.1372 0.1041 0.1029 0.0142
fi— 0.0138 0.0096 0.0117 0.1402

Table 7: x; andR; interval numbers
x 5 R R
0.25 0.25 0.25 0.25
0.2403 0.2487 0.1456 0.1456
0.2403 0.2905 0.1456 0.1519
0.2403 0.2905 0.1456 0.1519
0.6948 0.7098 0.2148 0.218
0.6833 0.7098 0.2148 0.218
0.6833 0.7098 0.2148 0.218
0.7419 0.75 0.2486 0.25
0.7419 0.75 0.2486 0.25
0.7419 0.75 0.2486 0.25

LOLPLPOYLSPLYYPYO

Table 8: Q; interval numbers
Alternative  § S S S S S S S S Si0
Q}- 0.5096 0 0 0 0.7774 0.7661 0.7661 0.9854 0.9854 0.9854
Q}J 0.5096 0.0083 0.0795 0.0795 10 0.8074 0.8074 1 1 1

Table 9: The degree of possibility of all th®; by comparison

S S 3 S S S Sr B S S
S 05 0 0 0 1 1 1 1 1 1
$ 1 05 0052 0.052 1 1 1 1 1 1
S 1 0948 05 05 1 1 1 1 1 1
S 1 0948 05 05 1 1 1 1 1 1
S 0 0 0 0 05 06365 06365 1 1 1
S 0 0 0 0 03635 05 0.5 1 1 1
S 0 0 0 0 03635 05 0.5 1 1 1
$ 0 0 0 0 0 0 0 05 05 05
S 0 0 0 0 0 0 0 05 05 05
Spo O 0 0 0 0 0 0 05 05 05

Table 10: Ranking of all the alternatives by E-VIKOR

Alternatives S S S & S S S S S So
Rank 4 3 1 1 5 6 6 7 7 7

Table 11: The Interval weighted normalized judgment matrix by E-TOPSIS

CiL CIR C2L C2R C3L C3R C4L C4R
0.0343 0.0343 0.026 0.026 0.0257 0.0257 0.0351 0.0351
0.0163 0.0163 0.0237 0.0237 0.0245 0.0245 0.0106 0.0117
0.0156 0.0163 0.0215 0.0237 0.0233 0.0245 0.0106 0.0117
0.0156 0.0163 0.0215 0.0237 0.0233 0.0245 0.0106 0.0117
0.0104 0.0109 0.0072 0.0079 0.0058 0.0061 0.0159 0.0159
0.0104 0.0109 0.0072 0.0079 0.0058 0.0061 0.0145 0.0159
0.0104 0.0109 0.0072 0.0079 0.0058 0.0061 0.0145 0.0159
0.0035 0.0036 0.0024 0.0026 0.0029 0.0031 0.0032 0.0035
0.0035 0.0036 0.0024 0.0026 0.0029 0.0031 0.0032 0.0035
0.0035 0.0036 0.0024 0.0026 0.0029 0.0031 0.0032 0.0035
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Table 12: Distance of each alternative from the positive idea solution
DUl DU2 DU3 Du4 DU5 DU6 Du7 DUS8 DU9 DU10
0.0446 0.0279 0.0287 0.0287 0.0538 0.0535 0.0535 0.0635635.0 0.0635

Table 13: Distance of each alternative from the negative idea solution
DU1 DU2 DU3 DU4 DU5 DU6 DU7 DU8 DU9 DU10
0.0637 0.0575 0.0562 0.0562 0.0301 0.031 0.031 0.0448 8.042.0448

Table 14: Closeness coefficient and ranking by E-TOPSIS
Alternatives § & S & S S §F S S So

Rank 4 1 2 3 10 9 8 5 7 6
6 Conclusion European Journal of Operational Researtsf 445-455
(2004).

In this paper, we studied the extended VIKOR and2]s. opricovic, G. H. Tzeng, Extended VIKOR method in
TOPSIS algorithmic methods with interval number for =~ comparison with out ranking methods, European Journal of

MCDM problem based on reciprocal judgment matrix  Operational Research78 514-529 (2007).
and carried out a comparative experiment. [3] G. R. Jahanshahloo, F. Hosseinzadeh, M. lzadikhah, An

When faced with MCDM problems in real-world, the algorithmic method to extend TOPSIS for decision making
experts may be uncomfortable giving crisp ratios or  problems with interval data, Applied Mathematics and
precise upper and lower bounds of the interval ratios on  Computation]175, 1375-1384 (2006).
multi-criteria. Based on the reciprocal judgment matrices[4] J. R. San Crigibal, Multi-criteria decision-making in the
given by the experts with regard to the satisfaction degree selection of a renewable energy project in spain: The Vikor
of the multiple alternatives on single criterion, the intr method, Renewable Enerdg3, 498-502 (2011).
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