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Abstract: In this paper, we introduce and consider a new system of extendedaggagational inequalities in Banach spaces. We
establish the equivalence between the extended general variationalitieg and the fixed point problems. We use this equivalent
formulation to suggest some iterative methods for solving this new sy§temrove the convergence analysis of the proposed iterative
methods under some suitable conditions. Several special cases,cahiti®e obtained from main results are discussed. The idea and
technique of this paper may stimulate further research activities in théde fie
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1 Introduction various iterative algorithms for solving variational
inequalities and the related optimization problems. In
Variational inequality and complementarity problems arerecent years, some new and interesting problems, which
of fundamental importance in a wide range of are called the system of variational inclusions were
mathematical and applied sciences problems, such agtroduced and studied. Chang et &], [Huang and Noor
mathematical ~ programming, traffic  engineering, [5], Noor and Noor 10], Noor [9], Verma [18,19,20] and
economics and equilibrium problems, see [1-18]. Theyang et al. P2] introduced and studied a system of
ideas and techniques of the variational inequalities arevariational inclusions involving four, three, two differe
being applied in a variety of diverse areas of sciences angonlinear operators.
proved to be productive and innovative. It has been shown
that this theory provides a simple, natural and unified Inspired and motivated by research going on in this
framework for a general treatment of unrelated problemsarea, we introduce and consider a new system of extended
The fixed-point theory has played an important role in thegeneral variational inequalities involving six different
development of various algorithms for solving variational nonlinear operators in Banach spaces. We establish the
inequalities. Using the projection operator techniques on equivalence between this system of extended general
usually establishes an equivalence between the variationaariational inequalities and the fixed point problems using
inequalities and the fixed-point problem. This alternativethe projection operator technique. This equivalent
equivalent formulation was used by Lions and formulation is used to suggest and analyze some new
Stampacchiaf] to study the existence of a solution of the iterative methods for solving the extended general
variational inequalities. Projection methods and itsaatri  variational inequalities. We also prove the convergence
forms represent important tools for finding the analysis of the proposed algorithm under some suitable
approximate solution of variational inequalities. We now mild conditions. Since this class of systems includes the
have a variety of techniques to suggest and analyzeystem of variational inequalities involving four, three,
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two operators and the classical variational inequalites a Let K be a nonempty, closed and convex subset.dfor

special cases, results obtained in this paper continue tgiven nonlinear operatorg;(.,.)

X x X — X and

hold for these problems. It is expected that these resultgj, h; : X — X(i = 1,2), we consider problem of finding

may inspire and motivate others to find novel and (
innovative applications in various branches of pure and

applied sciences.

The readers are encouraged to explore the novel and]q 9 (X
innovative applications of the system of extended general

variational inequalities and its variant forms in diffeten
areas of pure and applied sciences.

2 Preliminaries

Throughout this article, leX be a real Banach space with
its dual space*. We usually usé-, -) to denote the pairing
betweenX and X*, and X denote the family of all the
nonempty subsets of. The generalized duality mapping
Jy(x) : X — 2¥" is defined by

Jg(x) = {f* e X*: (X

whereq > 1 is a constant. In particulal, = J is the usual

£ =[x 141 = Ix)19 1,

normalized duality mapping. It is known that, in general,

Jq = |X]|92,, for all x # 0, and Jy4(X) is single-valued
if X* is strictly convex. IfX = H is a Hilbert space then
J» becomes the identity mapping bf. Note thatX is a
uniformly smooth Banach space if and onlyifis single-

X5 yF) € X x X1 (he(x*), ha(y*)) € K x K such that

(PTa (y* x)+h1(x*) 91(y"),
(X)) >0; VXGX 01(x) € Kandp > 0,
Ta(X 7y*)+h2(y* g2(X"),
Ja(92(x) — ha(y*))) > 0; vXex 02(x) € Kandn > 0.

which is called the system of extended general variational
inequalities.

We now discuss some applications of the system of
extended general variational inequalitiéy.

@)

)=
>

If X =H is a Hilbert spaceJq = I,h; = |, the identity
operator, then problem 1) reduces to finding
(x*,y") € K x K such that

(PTL(y", x") + X" —qa(y"),
g1(x) —Xx*) > 0;

vx € H,g1(x) € Kandp > 0,
<r’T2(X*7y*)+y* —92(X*)792
vx € H,g2(x) € Kandn > 0,

(2)
(X) —y*) > 0;

which were introduced and studied by Noor and Noor
[10].

If g = g(i = 1,2), then the system?2] is equivalent to

valued and uniformly continuous on any bounded subsefinding (x*,y*) € K x K such that

of X.
Let K be a nonempty, closed and convex subseX of
A mappingQ : X — K is said to be sunny if

QQMX) +1t(x—Q(x))) = Q(X), ¥x € X, vt > 0.

A mappingQ : X — K is said to be a retraction or a
projection if Q(x) = x;¥x € K. If X is smooth then the
sunny nonexpansive retraction ®f onto K is uniquely
decided (seed]). Using Jq = ||x||92J,, replaced by Jy, it

is easy to obtain the following results by Bruck],[
Goebel and ReicH].

Proposition 2.1 Let X be ag-uniformly smooth Banach
spaces and leK be a nonempty subset oX. Let
Qk : X — K be a retraction and le}; be the generalized
duality mapping orX. Then the following are equivalent:

(a) Qk is sunny and nonexpansive.
(b) [|Q () — Qx ()2
< <X_ y7Jq(QK (X) - QK(y))>7VXay exX.
(€) (x—Qk(%), Jg(Qx (X) —y)) = 0,vy e K.
Lemma 2.1 ( See R1]) Let X be a realg-uniformly
smooth Banach spagq > 1), then there exists a constant
Cq > 0 such that

X+l < X%+ ay, o) + CallyII, ¥xy € X.

In particular, if X be a real 2-uniformly smooth Banach
space, then there exists a const@nt 0 such that

Ix+Y)1 < [IXII7+2(y, 22%) + c2llyl|%, ¥x.y € X.

(PTa(y", X)) + X" —g(y"),g(X) —x) > 0;
VxeH,g(x)eK and p>0,

(NTo(<",Y") +Y* —g(x),g(x) —y) > 0; ®)
vxeH,g(x)eK and n >0,

which was considered and investigated by N@jr [

If X =H is a Hilbert spaceJy = I, Ti(x,y) = Ti(x),

hi = g = g(i = 1,2), then problem 1) reduces to finding
(x5, y") € HxH : (g(x*),g(y")) € K x K such that
(PT(y") +9(X") —9(y*),9(x) —9(x)) = 0;
vxeH,g(x) eK and p >0,

(NT2(x") +9(y") —9(x"),9(x) —g(y")) = 0;
vxeH,g2(x) K and n >0,

(4)

which has been introduced and studied by Yang et al.

[22).

If X =H is a Hilbert spacex* =y*,Jq = I.Ti(x,y) =
Ti(x) = To(x) (i = 1,2),h1 = hp, g1 = g, then problem 1)
reduces to finding* € H : hy(x*) € K x K such that

(PTL(X) +ha(X") = G1(X), Ga(X) —ha (X)) = 0;

VxeH:g1(x) e K and p>0,

which is called the extended general variational
inequality, introduced and studied by Nodrl] in 2009.

For the applications, numerical results, generalizations
and other aspects of extended general variational
inequalities, seelfl,12,13,14] and the references therein.

®)
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If g =1, then problem 3) reduces of findingx*,y*) €
K x K such that

<pTl(y*7X*)+X* 7y*aX7X*> Z 01
vYxeK and p >0,

(NT2(X",y") +y* =X, x—y") > 0;
YxeK and n >0,

(6)

which has been considered and studied by Huang an
Noor [5].

If T. =T, =T, then problem §) reduces of finding
(x*,y*) € K x K such that
<pT(y*7X*) +X* —y*,X—X*> Z 0’
vYxeK and p>0,
(NT(Xy") +y =X, x=y") > 0;
vxeK and n >0,

(7)

The system ) has been studied and investigated by
Chang et al.Z] and Verma 19].

If T =T, =T, andg = |, then problem 4) reduces of
finding (x*,y*) € K x K such that

(PT(Y") +X —y".x—x") > 0;
YxeK and p>0,
(NT(X)+y" =X, x=y") > 0;
vxeK and n >0,

which has been introduced and studied by Vert&Z0].

(8)

If x* =vy*, then problem &) collapses to finding* € K.
such that

(T(X*),x—x*) >0, VvxeKkK. 9)

Inequality of type 9) is called variational inequality,
which was introduced and studied by Stampacchigin
1964. The system of extended general variational
inequalities 1) includes several classes of variational
inequalities and related optimization problems as specia
cases. For the recent research, see [1-18] and th
references therein.

We now recall some well-known results and concepts,
which are needed.
Definition 2.1 A mappingh: X — X is called

(a) r-strongly monotone if, there exists a constant 0
such that
(h(x) = h(y), Jg(x=y)) > r[x=Yy||? Y%y € X;

(b) (&,¢)-relaxed cocoercive if, there exist constants
&,¢ > 0 such that

(h(x) —h(y),Jq(x—y)) > —&|[h(x)—h(y)|?
+¢x—y[2¥xy € X;

(c) y-Lipschitz continuous if, there exists a constgnt 0
such that

Ih() —h(Y)[| < viIx=YI, ¥x,y € X.

Definition 2.2 LetT : X x X — X andg: X — X. Then
T is called

(a) r-strongly monotone with respect tpif, there exists
a constant > 0 such that
(T(x1,Y) = T(x2,¥), Jg(9(x1) —9(%2)))
d = rix— X2||2,VX1,X2,V €X;

(b) (&,¢)-relaxed cocoercive with respect tpif, there
exist constantg, ¢ > 0 such that

(T(X1,y) — T(%2,y),Jq(9(x1) — 9(X2)))
> &[T (xa,y) — T (%2, Y) |2+ ¢l[xa — %22,
VX17X27y € X:

(c) y-Lipschitz continuous in the first variable if, there
exists a constant > 0 such that

[T (X1,Y) =T (X, Y| < yilxe —Xel|, VX1, %2,y € X.

(d) y-Lipschitz continuous in the second variable if, there
exists a constant > 0 such that

||T(X?y1) _T(Xayz)H < VHYl—YZ||7VXaylayz eX.

3 Main Results

In this section, we first establish the equivalence between
the system of the extended general variational inequality
(1) and the fixed point problems. Then by using the
obtained fixed point formulation, we construct a new
iterative algorithm for solving the system) (

Lemma 3.1 Let X be an smooth Banach space, for given
nonlinear operatord; : X x X — X, gi,h; : X — X(i =
1,2), andp,n > 0. Then the pointx*,y*) e K x K is a
§olution of @) if and only if

&y (x°) = Qu[1(Y") — PTa(y", x")]
h2(x") = Qk[g2(X") — NT2(X",y")].

Proof. The first variational inequality oflj can be written
as follows:

([91(y") = PTaly", X)) = e (X7), g (ha(X") — 91(x))) = O;

(10)

Yxe X,01(x) €K and p>0.

We can deduce from Proposition 2.1 (c) that the above

inequality is equivalent to

ha(X") = Qk[ga(y") — PTaly",X)].

Similar, the second variational inequality ofl)( is
equivalent to

ha(X") = Qi[g2(X") — 20X, y")].

Lemma 3.1 implies that the system of extended general

O

variational inequalities1) and the fixed point problems

© 2014 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

988

A. Bnouhachem et. al. :

(10) are equivalent. This equivalent formulation plays a < ||g1(y¥) — gl(yk B — p(Ta (Y x) — Ta(y< 1, X))

crucial role in developing the iterative methods for sodvin
(2). We rewrite (LO) in the following form:

hy(x) = Qk[Z
ha(y) = Qx t]
z=(1-a)z+alg(y) — pTa(y,X)]
t=(1-a)t+alge(x) —nT2(xy)],

which enables to suggest the following iterative method,

Algorithm 3.1 Let T,gi,hi(i = 1,2), be nonlinear
operators,p,n > 0. For arbitrary chosen initial points
2.t% € K, compute the iterative sequendéx,y<} by
using

hy (X¢) = Qk[2]

ha(Y) = Q« [t (11)
2 = (1— a)Z+ a[gr(y¥) — pTa(y*, X))

tht = (1— o)tk + a[ga (X) — nTa(XK,y9)],

whereQ is the sunny nonexpansive retractionXobnto
Kand0O<a <1

We now establish the strongly convergence of the =

sequences generated by Algorithm 3.1.
Theorem 3.1 Let T,g,hi(i = 1,2),
operators, such that for eachi=1, 2,

be nonlinear

(@)T; is (ki, 6 )-relaxed cocoercive with respect gpand

yi-Lipschitz continuous in the first variable, and

Wi-Lipschitz continuous in the second variable;
(b)hy is (&, vi)-relaxed cocoercive andy-Lipschitz
continuous;
(c)gi is o;-Lipschitz continuous.

If there exist constantg, n > 0 such that

§/(a8 — na6z) + (naka+Con)¥4
<1l-ki—ppy,ki+pp1 <1

{‘/ (07 — paby) + (paK1 +Cqp™) V)
<1-ke—nNp2ko+nH2 <1, (12)
and

qui < 14 (Cq+a&)d, (i = 1,2),

where

k= §/(1—aw) + (Cq+08)3", (1=1,2),

then for arbitrarily chosen initial pointg, yo € K, X< and
y* obtained from Algorithm 3.1 converge strongly xo
andy* respectively.

Proof. It follows from (11) that

|2t =2
= (21— a)Z+agi(y) — pTa(y*, x| -
= afgu () - pTa(y X))
< Q- )]Z =2+ aflguy) - o ()
= p(Ta(y* X = Ty X))

(1—a)Z?t

(13)

From Ty pp-Lipschitz continuous in the second variable,

we have

191(Y) = g1 (Y1) — p(Ta(y, X) = Ta(y* X )|

+ plTa(y*t, Ty LX)l
< Hgl(yk)—gl(yk ) — p(Ta(y¥, X) = Ta(y* 1, x))
+ p X< — X (14)

SinceT; is (k1, 61)-relaxed cocoercive with respect ¢
and y;-Lipschitz continuous in the first variable, aggis
o1-Lipschitz continuous, we can conclude that

g1(Y) = g1 (Y1) = p(Ta(y,X) = Ta(y* %)) |
= 91 (y*) — s (Y 19— pa(Ta (¥, x) — Ta(y* 1, %),
J(n(Y) -y )
+ Cgp|Ta(y, ¥ = Ta(y* x|
< o) —a(y )
+ paKa | Ta(y*,X) = Ta(Y< 1, X919 — pgby [y — y* 1|9
+ Cgp|Ta(y, ) = Ta(y 1, x|
(07— pabr) + (paks +Cp™) V) Y~y (15)
Substituting 14) and (5) in (13), we get

12— 2
< (1-a)|Z =27 +a¥/((0] -
+ (paKL +Cap ) V) Iy — Y|

+ app X —x<1.

gu(
g1(

pg61)

(16)
In a similar way, we can prove that

[t k|
< (L-a)|th —t
+ /(08— naey)
+ anpelly —y<1.
On the other hand, by using1), we find that

kle

+ (NAK2 +Cqn ) y8) [|x< — X
(17)

X< =X
< XX = (he(x) —
+ [|a(Z) — QXY
< XX = (e () —ha () ||+ (|12 = 27| (18)

From (&,v1)-relaxed cocoercive andd;-Lipschitz
continuous oh1, we have

ha (X))

[IX€ =Xt — (g () — e (X)) |

< [ =X 9 = gy (X) —ha (X, g (X X))
+Cqllna () —hy (X )|

< XX gélha () —ha (X

— qua X=Xt
+Cqllna () —hy (X )|

kleq

< ((1—qv1) + (Cq+ 1)) [ — X (19)
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Substituting 19) in (18), we get
X=X

< ! 12— (o)

1— {/(1—qu1) + (Cq+0é1) 3]
Similarly, we can prove that
Iy =y
< = -t @)
1- /(1 av2) + (Cq+ 6E2) 3
From (16),(17), (20) and @1), it follows that
[asidl

<(1-a(1-

PH1 ))
1— §/(1—qu1) + (Cq+ 1)}
x| 2 =271
. o /(07— pady) + (paKs +Cap?)y)

1- §/(1—avz) + (Cy+ a&2) 3

x [t =t (22)
and
||tk+1 7tk||

nK2 ))
1 {/(1— qu) + (Cq+0&2) 3

x|tk =t
+or{*/((cr?— Naz) + (NaKkz +Cqn)yd)

1- /(- qu) + (Cq+080) ]

|| =27 (23)
Now, we definef| - | on X x X by [|(x,y) | = [[X]| + [IY],
for all (x,y) € X x X. From 2) and @3), it follows that

||(Zk+l>tk+l) - (Zkvtk)H*
< (1-a)(Z 19 = LY.
+aA (2t - (LY. (24)
where

max(pu1+ /(05— o) + (naka+Cqn9)y8)
176/(17qv1)+(%+q61)5f 7
N2+ /(0 — pady) + (qu1+CqPq)Vf))

1— C/(l— qv2) + (Cq+0é2) )

<(1-a(1-

A=

Hence, for anyn > n > kg, we have

IZ"7) = (")«

- milH(ZHl’tHl) - (Zj7tj)H*
j=n
= rEl(l—0’(1—/\))1"“’H(2""“,t"°+1) — (2o t0),.  (25)

J=n

Since 1-a(l - A) < 1, it follows from (25 that
1ZMt™) — (2, tN)[[. = 27— 2] + [t "] - 0, asn — w.
Hence{z"},{t"} are both Cauchy sequencesknand so there
existz*,t* € K such thatz” — z* andt" — t* asn — . From
(20) and Q1) it follows that the sequences<"} and {y"} are
also both Cauchy Cauchy sequences. Thus therexxist e K
such that" — x* andy" — y* asn — co.

Since the mappinggs, g2, h1,h, and Qk are continuous, it
follows from (11) that

hy(X") = Qk[91(Y") — PTe(Y", X")]

and

ho(x") = Qk[92(X") — NT2(X",y")].
Now, Lemma 3.1 guarantees th@gt",y*) is a solution of the
problem (). This completes the proof. O

Theorem 3.2 Let Tj, g, hi(i = 1,2) be nonlinear operators, such
that foreachi=1, 2,

(a)Tj is 6;-strongly monotone with respectg@pandy -Lipschitz
continuous in the first variable, ang-Lipschitz continuous
in the second variable;

(b)h; is vj-strongly monotone and-Lipschitz continuous;

(c)gi is gj-Lipschitz continuous.

If there exist constantg, n > 0 such that

Q/(Gg—nqez)Jqurﬂv;‘ <1l-ki—pp,ki+ppp <1

C/((Uf —pg6y) +Capyy) < 1—kp — iz, ko +Npt2 < 1,
and

avi < 1+Cg8%, (i=1,2),

where

ki = /1 (v —Cod). (1=1.2),

then for arbitrarily chosen initial pointsgo,yo € K, XK and y*
obtained from Algorithm 3.1 converge strongly ¥ and y*
respectively.

4 Conclusion

In view of the condition 12), we know that <X A < 1. Thus it
follows from (24) that, for eactk > ko,

I — ()
< (L-a(l-A)|E) — (LD
< (L-a(@-A)P|E LN - @2

A new system of extended general variational inequalities in
Banach spaces is introduced and studied. It is shown that the
new system is equivalent to the system of fixed point problems.
This alternative equivalent formulation is used to suggest an
iterative method for solving system along with convergence
criteria. Some special cases are studied. Results proved in this
paper continue for these known and new systems. The
implementation and comparison of these methods with other

< (1—a(1—A))kHo||(ZotL thotly _ (Fo thoy|,. methods is a subject of the future research.
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