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Abstract: Intrusion detection is a critical component of network security; detect@hrermes fundamentally use the observed
characteristics of network packets as a basis for such determinatieasviile, intrusion detection can be regarded as a clustering
problem; many clustering schemes have been applied for classifyiwgtkepackets. Among them, back propagation networks (BPN)
and fuzzy c-means (FCM) are popular and well applied. Both of thesenses are based on a competitive characteristic. Nevertheless,
a competitive characteristic may cause impropriate clustering resultstfosion detection. Hence, in this study, different clustering
criteria are proposed and adopted in BPN and FCM for classifying intiysacket type; they are the roulette wheel selection rule
and pseudo-random rule. Moreover, KDDCUP99 data sets wereasstite evaluation packet samples of the experiments, and the
given 41 packet features are reduced to 9, 11 and 24 key featuregdferimentation. Simulation results demonstrate that the proposed
intrusion detection criteria applied in BPN yields higher detection rates for #f &hd R2L connections; misclassification of U2R
and R2L connections would allow greater damage. Additionally, the stegtjesulette wheel selection rule and pseudo-random rule
intrusion detection criteria integrated into BPN are superior to other scheitfesnly 11 features used further reducing complexity
and computation time.

Keywords: Intrusion detection, back propagation networks, fuzzy c-meanspetitine, roulette wheel, pseudo-random rule

1 Introduction technologies lean toward improving the detection rate and
lowering the false positive rate, and thus the detection
Along with the development of the Internet's residing sensitivity will increase. Nevertheless, it will cause
data, any data information or resources can make use Qdroblems with excessive alarm messages, and still
the network to facilitate qUiCk and inexpenSive delivery. generate a |arge number of false positives_ On the other
However, massive use of the Internet has brought abougand, lowering the detection sensitivity in order to reduce
various problems at the same time, such as spam, networg|se positives may allow some attacks to go undetected
worms, malicious code, malware and so forth. Amongand result in false negatives. Therefore, how to achieve
derived network problems, network security is one suchhigh detection rate and low false alarm rate (for both false
important problem; how to tighten internet security has tpositives and false negatives) is the goal of intrusion
given rise to much attention by researchers. In the field ofdetection development. Intrusion detection technologies
network security, detection of measures directed against gan be broadly divided into two types: anomaly detection
variety of network packet intrusion modes has become aand misuse detection. Anomaly detection utilizes a
very important subject. The main purpose of intrusionyariety of abnormal packet statistics and summarizes the
detection is to detect network security incidents in pehaviour of normal system users or the normal network
advance, thus preventing and countering the result opacket mode to establish appropriate patterns of
abnormal behaviour on the computer system or netWOf'behaviour in the system database. The behaviour
[1]. Sadly, it is difficult to completely detect and prevent judgement of the detection is compared against the
Internet attacks against pOSSible intrusion. Therefma], h database with the existing mode; |arge variation is
to increase the intrusion detection rate under increasingl considered abnormal. Advantages of this method are the

sophisticated methods of attack has become a criticahigh detection rate and the ability to detect new attacks;
network security issue. Most intrusion detection
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however, the disadvantages are having more fals€ Detection Scheme and Framework

positives and greater computing power required for

summarizing. Related to anomaly detection, misuseThis study explores four types of network packet
detection is the use of a rule-based system in thedetection based on BPN and FCM techniques and
definition of abnormal behaviour or abnormal network analyses their detection performance on distinct detectio
packet signature. The advantage is ability to accuratelydecision criteria.

measure the known attack packets. However, the

disadvantage is inability to identify new types of attack

packets, and despite having a lower false positive rate, th@.1 Fuzzy C-means

false negative rate is high2]. This work focuses on

anomaly detection to yield high detection rates. NeuralThe Fuzzy c-means (FCM) clustering algorithm is
networks and fuzzy c-means (FCM) based schemes arsuccessful and widely used in a variety of applications.
used as tools for intrusion detection analysis to determinéhese applications include image segmentation, speech
whether packets are normal or abnormal. In recent yeargiecognition, and data compression. A fuzzy clustering
numerous researchers have presented many differemne in which clusters are fuzzy subsets rather than crisp
methods for intrusion analysis. Khat al. [3] proposed  subsets of the collection was introduced by Zadgh [

use of support vector machines (SVM) as an intrusionBased on Bezdekl1[)], the fuzzy c-means clustering
detection method. In a rule-based scheme astjnthe method is specified as follows: the fuzzy clustering
event is described in a variety of syntax to create the eveniethod assigns each sample a number between zero and
rule based analysis system. The system receiving a packene indicating the degree of uncertainty described by
in compliance with attack rules indicates the occurrencemembership gradeSamples that are similar to each other
of attacks. An anomalous detection technique combinedn the same cluster are identified by high membership
with conditional legitimate probability was proposed for grade. The membership grade displayedikhyindicates
distributed intrusion prevention5]. Meanwhile, data the degree of possibility that belongs to theth fuzzy
mining based technology was suggested for misuse andluster. Thex is ap-dimensional sample and is correlated
abnormal detections6]. Recently, the back propagation to a packet withp features to be classified in this study.
network (BPN) scheme has been a well-known clusteringThe membership grade is a value between zero and one
technology; it has been successfully applied forwhich satisfies

classifying packets as normal or abnormal with high c

efficiency [7]. Furthermore, fuzzy c-means (FCM) is Z\uXi =1, forx=1,2,3..nand 1)
famed for its clustering characteristics which has also =

been improved upon and applied by Jiagtgal. [8] for
intrusion detection. The final intrusion determination of
these two important clustering schemes is on the basis of
a competitive rule; however, a competitive characteristic ) . _
may cause impropriate clustering. However, the clustering  Given a fuzzy partitiorP, thec centersy; i=1,2,3,....c
criteria based on roulette wheel selection and a pseudgSscciated with the partition are calculated by the
random rule inspired from ant colony optimization 'ollowing formula, as indicated in EC:

algorithm and roulette wheel selection have not been n am

integrated in FCM. Meanwhile, most BPN clustering Vi :M fori=1,23,..c 3)
applications are based on the competitive characteristic; > -1lHx]

the roulette wheel scheme and pseudo random rule are not Wherem is identified as thduzzification parameter

exploited to be the clustering criteria in BPN. Hence, in (or exponentia| We|g|)t and is used to dominate the
this study, a BPN and FCM schemes are applied forinfluence of membership grade and therefore the cluster
classifying packets as normal or abnormal. Additionally, centers. The clusters correspond to the packet type in
extra decision mechanisms such as roulette wheejhis study. As shown by Bezdek(], the developed fuzzy

selection and pseudo-random rules are integrated int¢-means algorithm updates the membership grade by the
BPN and FCM for intrusion detection analysis. The following procedure:

selection of packet features and analysis schemes are the

important factors that influence intrusion detection. 27 eI

Hence, different packet features (9, 11, and 24 features) Hxi = ”ZLV'HZ %)
are tested for performance evaluation. The detection =1Lz vil|

performances of different decision criteria are also

n
0< Y mi<n fori=123..c 2)
X=1

provided.
2.2 Roulette Wheel Method Decision in FCM
The conventional classification decision in FCM is
directly determined by the maximum membership grade.
@© 2014 NSP
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Restated, the packet type is the one with the maximunctorrelating to the importance of the pheromone and
membership grade. However, there are someheuristic. In this study, the pseudo-random proportional
characteristics of certain data packets often causing falsrule in the “exploitation” step is modified as: the node
positives,i.e,, the membership grades have small gaps.with maximum output value falls into that specific cluster
Therefore, to reduce misclassification, the final decisionwhen q < qgo. The rule of the “exploration” step is
of the classification in FCM is modified. Instead of using changed to using roulette wheel selection wien gp.

the FCMs conventional decision criterion, a decision Meanwhile, the membership grade is regarded as the
scheme commonly used in genetic algorithms forpheromone in ACO; is setto 1. Hence, wieer qo, the
selecting genes, known as the roulette wheel selection, imembership grade qiy; is associated with a probability
proposed. The process of the roulette wheel selectionj which is determined using Ecb) starting from the 1st
method combined with FCM is as follows: normalize the group, then accumulating the valuemt The packet type
membership gradgy; (i = 1 ~ ¢) when the termination is then determined when the cumulated probability is
condition is met, then the selection probabilipy for greater than a random generated numbere (0,1), i.e.,
clusterc is determined as in Eq5), followed by the r < 2'?:1 p« . The clustering process based on the

roulette wheel selection method. pseudo-random rule is designed as follows.
Hxi
Pxi = (5) . _ Jarg maxp], g < do
| Y1 b 1= J, q>0Qo )

Restated, packetis categorized into intrusion tyge
when r < S5 pq , wherer is a random generated Where. , o
number,r € (0,1). In this work, a local search inspired ° Hxi_- the membership grade of packen theith packet
from the greedy randomized adaptive search procedure i Pe; .
adopted for roulette wheel selection, and is named the® J: determined by the roulette wheel;

greedy roulette wheel selection (GRW) method. * ¢ 0to 1, the generated random number;
e (o: predefined parameter.

2.3P -R Rule D ination i _
F§MSGUdO andom Rule Determination in 2.4 Back Propagation Networks

Supervised neural networks are suitable for use in
diagnosis, prediction and classification. In this work, the
roulette selection method and pseudo-random rule,
combined with supervised back propagation neural
Hetworks are proposed as the identification method in
intrusion packet detection. The back propagation neural
network is one of the most commonly used supervised
neural network models and uses feedback information as
its learning mechanism. The back propagation neural
network is essentially a network of simple processing
elements working together to produce complex output.
These elements (or nodes) are arranged into different
layers: input, hidden, and output layers. The input layer
Jropagates a particular input vectors components to each
node in the hidden layer. The number of nodes (neurons)

The roulette wheel selection rule is sometimes too
random. Alternatively, a compromise between
competitive determination and the roulette wheel
selection rule is proposed for classifying the
pseudo-random rule. The pseudo-random rule is used i
ant colony optimization (ACO), which was first suggested
by Dorigo and Gambardelld ]] in order to increase the
exploitation ability for improved solution quality. In
ACO, when a generated random numpgds less than or
equal to the predefined constam, then select the path
with the maximum pheromone and heuristics directing
toward the best path; this is so-called exploitation.
Conversely, ifq is greater thamy, then search for a path
other than the best path found so far. This is known a
exploration. Restated, this concept of balancing ds to th b f twork ket
exploitation and exploration is applied into back cgrrespor] s o ine nlum er o network —packe
propagation neural networks for deciding what intrusion ° aracteristics. Hidden layer nodes compute output

type the packet should be classified as, such that dat ;Igfsﬂ\]’é hc')(j: ?J(tacl::n:r:gg:ts?ér;hitgiﬂgsngv;g?k%Tjttpttjjtt
likely caused false positives but could probably have bee Yer. P y P P

classified correctly. The pseudo-random rule in ACO is or the particular input vector. The quantity of nodes
displayed in Eq.§). corresponds to the number of packet types to be

classified.

g B e X;: the variables of each input layer= 1,2, ., n);
j= {arg max{(r(x,l)) (n(x1)) }7 4<% () corresponding to packet features in this work;
J, q>qo o W the weights between the input layer and hidden
layer k=1,2,.,m);
Where,1(x,1) andn(x,i) in Eq. 6) are the pheromone e W,;: the weights between the hidden layer and output
and heuristic, respectivelyy, B denote the parameters layer (j =1,2,.,p);
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Input layer  Hidden layer Ouiput layer changed to using roulette wheel selection witen do.
Hence, wherg > o, the value ofY; is associated with a
& probability pj which is determined using Eg8)( The
clustering process in BPN is as follows.
%, . _ fargmaxYj], q<do
= { 3 g>a ®)
Xl
3 Experiment and Analysis
X In this study, the training data sample packets and test
samples of packet data from the data set of KDDCup’99

were selected. Then a feature selection method was used
to filter out less important characteristics and noise, thus
reducing the overall amount of data. Next, the
pre-processing stage and data normalization were
« Y;: the variables of the output layer; associated with the conducted, and finally normalized data was used for the
packet types to be classified in this work. intrusion detection _experiment and analysis. The
KDDCup'99 dataset is prepared and managed by MIT
The BPN uses training samples to train the network toLincoln Labs [L2] with the objective to evaluate and
learn the weights between nodes, adjusting the synaptisurvey research in intrusion detection. The KDDCup'99
strengths among nodes and between layers until thelata set contains 41 features that describe a connection
network output value is close to the target value. Most ofand one target class feature for each packet. Features 1-9
the intrusion detection techniques require training data t stand for the basic features of a packet, 10-22 for content
ensure their detection performance. BPN relies onfeatures, 23-31 for traffic features and 32-41 for
accurate and fast recall of learned characteristics; hencéost-based features. There are 7 nominal and 34
application of BPN is applied in a variety of complex continuous features. In all, the dataset includes 4,898,43
attack classifications. Basically, the classification autp packet records and can be divided into four categories of
determination in conventional BPN is on the basis of attack: Probe, DoS, U2R, and R2L. Including the normal
competition, with the neuron having the biggest outputnetwork packets, these five packet types will be classified
neuron state value being the activated neuron. as a type of intrusion detection. Two of five classes are
considered rare; U2R and R2L classes represent 0.4% and
5.7% of the entire population, respectively. Restated,
2.5 Roulette Wheel Method Decision in BPN learning from these two packet types is difficult and
infeasible. Meanwhile, misclassification of these two
The processes of the roulette wheel selection method arpacket types would be costly. In this work,
similar to that applied in FCM. Restated, the operation ofkddcup.datalO_percent.gz packet data are picked for
roulette wheel selection in BPN is as follows: normalize training and test sets. It contains 10% of the amount of
the output ofY;(j = 1 ~ p) in the output layer, then the data of KDDCup99 for a total of 494,021 communication
selection probability pj for cluster j is determined as in Eq records. The first phase of the experiment is collecting

Fig. 1. Neural network learning architecture diagram [9]

(8), followed by the roulette wheel selection method. packet data. There are 15,000 (among 494,021)
communication records selected as training data, and

pi = Yj 8) another 15,000 (among 494,021) communication records
PSPy are selected as test data. Both training and test data are

randomly selected from KDDCup’'99. The selection of
packet features and analysis schemes are the important
factors that influence intrusion detection. Hence, the
second phase is to select desired features of the packets.
Each data packet in the KDDCup’99 data set contains 41
. . . feature values. However, feature selection has to be
2.6 Pseudo-Random Rule Determination in filtered since not all the characteristics of the packet have
BPN decisive influence on clustering results. Too many
features may cause false positives during data clustering.
Similarly, the pseudo-random proportional rule in the Therefore, the number of filtered characteristics is an
“exploitation” step is applied in BPN and is modified as: important factor in detection performance. In this study,
the node with maximum output value in that specific the 41 features of KDDCup'99 will be reduced to 9, 11
cluster wherg < qo. The rule of the “exploration” stepis and 24 features. Restated, this work reduced data

Restated, the packet is categorized into intrusion kype
whenr < le(:l pj , wherer is a random generated number

andr € (0,1).
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dimensionality and complexity and filtered out less Table V1. BPN experimental results of 24 features (%)
important features before testing. The third phase is the  Packettype Normal Probe DoS U2R R2L

data preprocessing, with the selected features including FCM 94.6 980 999 531 703
numeric and categorical types of features. Hence, the FCM+RW 95.3 964 999 553 735
characteristics of the categories were replaced by the _FCM+PR 94.3 96.8 99.8 586 71.6

corresponding values. Meanwhile, the numeric data are
converted into values between 0 and 1 in order to avoid
producing false results due to large differences of data.

In fuzzy c-means, the packets have 9, 11 and 24
features; the number of clusters is 5e, c=5, 0 §9.72
corresponding to Normal, Probe, DoS, U2R, and R2L )
category packets. Additionally, the predefined parameter | s¢ 1~
(o used in the pseudo-random rule is set to 0.9 which is
obtained after several tests. The performance evaluation
for the algorithms is based on the detection rate as defined| s7 +~
in Eg. (L0). The simulation results are listed in Tables |
and II.

68+
W 9 features

m 11 features

24 features

. Detected attacks ga <
Decision rate= *100% (20) ECM ECM+RW ECI4PR
Number of attacks

. . i 0
Tables I, 1l and Il display the performance using Fig. 2: Average detection rates-FCM (%)

different classification methods applied in FCM and
different numbers of features. Meanwhile, Tables IV-VI
display the detection rates of using the proposed schemes
in BPN. Additionally, the average detection rates of the

studied methods are illustrates in Figures 2 and 3.
85
84 1
Table I. FCM experimental results of 9 features (%) 83
Packettype Normal Probe DoS U2R R2L 821
FCM 68.7 71.3 80.1 626 493 81 3 features
FCM+RW 69.2 712 822 634 50.8 80 11 features
FCM+PR 69.1 723 804 59.6 521 LA 24 features
78 T
Table Il. FCM experimental results of 11 features (%) 771
Packet type Normal Probe DoS U2R R2L e
FCM 724 783 86.7 576 503 [ — - s oo
FCM+RW 73.2 779 87.2 544 50.8

FCM+PR 72.3 792 874 576 521

Fig. 3: Average detection rates-BPN (%)

Table 1ll. ECM experimental results of 24 features (%)
Packettype Normal Probe DoS U2R R2L

FCM 76.4 745 856 421 531

FCM+RW 76.8 742 862 445 538

Tables I-1ll demonstrate that the roulette wheel (RW)
selection combined with the FCM scheme provides a

FCM+PR 768 748 856 421 543 higher detection rate for DoS and U2R attack packets;
meanwhile, FCM with the pseudo-random (PR) rule can
Table IV. BPN experimental results of 9 features (%) yield a higher detection rate for R2L and Probe attack
Packettype Normal Probe DoS U2R R2L packets when the 9 and 24 packet features are used.
FCM 85.2 886 946 66.8 725 Additionally, the PR rule improves the detection rate for
FCM+RW 85.8 891 942 679 733 Probe, DoS, U2R and R2L packets when packet features
FCM+PR 85.5 88.3 953 66.5 737 are reduced to 11 features. It should be noticed that the
biggest issue is misclassifying U2R and R2L connections
Table V. BPN experimental results of 11 features (%) as normal connections. Simulation results demonstrate
Packettype Normal Probe DoS U2R R2L that the proposed intrusion detection criteria applied in
FCM 889 925 976 668 725 BPN can yield higher detection rates for the most
FCM+RW 912  90.1 982 631 703 expensive misclassification U2R (67.9%) and R2L

FCM+PR 905 913 972 662 716 (73.7%) connections as displayed in Tables IV and VI.
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Moreover, the average detection rates of applying the PRhot guarantee higher detection rates. The reason behind
rule into FCM and BPN can yield 69.72% and 84.22% this effect is that too many applied features may become
when using 11 packet features; 84.22% and 83.36%noise and interfere in the clustering decision. The
detection rates are achieved by using the PR rule whesuggested scheme includes the pseudo-random rule in
using 24 features as indicated in Figures 2 and 3BPN which is able to provide higher average intrusion
Comparisons with other schemes are demonstrates idetection rate due to the proposed pseudo-random rule
Figure 4; SVM denotes the self-organizing map neuralwhich enhances the intensification search. Meanwhile,
networks applied based on 41 featurek3]] SOM only 11 features are required for intrusion detection
indicates a linear support vector machine method base@BPN+PR), further reducing the complexity and therefore
on 21 features14]; ANN represents an artificial neural computation time. However, a wide range of Internet
network based scheme was applidd][which used 41  applications are being developed. Hence, we have to face
features for testing; conventional BPN with 24 featuresnewly issued network attacks and intrusions. How to
and the best performance schemes proposed in this wor&ffectively detect these attacks with a high detection rate
with 11 features involved. The proposed scheme,and low false positive rate to maintain a secure network
integrating the pseudo-random selection rule into BPN,environment is an important issue. Further investigation
outperforms other schemes. should focus on more efficient clustering methodology,
especially for rare U2R and R2L intrusion connections.
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